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An efficient and accurate method for computing the equilibrium reduced density matrix is presented for treating open quantum systems characterized by the system-bath model. The method employs the multilayer multiconfiguration time-dependent Hartree theory for imaginary time propagation and an importance sampling procedure for calculating the quantum mechanical trace. The method is applied to the spin-boson Hamiltonian, which leads to accurate results in agreement with those produced by the multi-electronic-state path integral molecular dynamics method.
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I. INTRODUCTION

A challenging issue in theoretical chemistry is the accurate description of many-body quantum effects for complex systems. Some methods are “numerically exact” in principle, e.g., approaches that solve Schrödinger equations or quantum Liouville equations, or approaches employing Feynman path integral formalism. However, not all these methods give reliable results in practice. The primary difficulty is the rapid growth of the size of the Hilbert space (or Liouville space) as the number of degrees of freedom increases, which renders a brute-force approach (complete quadrature or full configuration-interaction) impractical. One thus needs to seek some smart algorithms to efficiently explore the relevant subspace in which the solution, though approximate, essentially converges to the true result. If a method fails to find (all or part of) such subspace, it will not give correct results even if this algorithm is based on an exact principle. Therefore, the development and testing of reliable numerically exact methods is essential to obtaining truly accurate results.

The class of problems we would like to investigate in this work is represented by the system-bath type of Hamiltonian, e.g. many models in condensed phase physics and chemistry for describing open quantum systems. Techniques developed to solve this class of problems include, but are not limited to, the numerical path integral approach [1–5], the numerical renormalization group method [6–8], the hierarchical equation of motion method [9–14], and the multilayer multiconfiguration time-dependent Hartree (ML-MCTDH) theory [15–17]. Different from approximate approaches such as quantum perturbation theories or semiclassical methods, numerically accurate simulations on these model systems serve the same role as experiments, which is often the first step in developing a reliable, general theory for describing the underlying physical processes.

In a system-bath model, the latter represents the environment that influences the dynamics or thermodynamics of the former. Within linear response approximation the environment can often be modeled by a harmonic bath that is coupled linearly to the system [18, 19]. This makes it possible to integrate out the bath completely and concentrate only on the system dynamics. The price paid for this reduction is that the influence functionals or relevant kernels are nonlocal in time, which makes the study prohibitively expensive when the system becomes large. A complementary strategy is to represent the bath by discrete degrees of freedom, i.e., the same way as in a discrete numerical quadrature. One converges the dynamics/thermodynamics for this finite system-bath composite system by increasing the number of bath modes. The ML-MCTDH theory [15–17] employed in this work adopts such a strategy. As an
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added bonus, methods that belong to this group are often applicable to treating anharmonic baths and other types of potential energy functions. The practicality of the ML-MCTDH method lies on its efficient exploration of the Hilbert subspace, which is achieved by using a flexible tensor contraction scheme (vide infra).

The purpose of this paper is to present our implementation of the ML-MCTDH theory to evaluate equilibrium reduced density matrix (ERDM) for the system-bath model and compare the results to those obtained by the multi-electronic-state path integral molecular dynamics (MES-PIMD) approach [20]. The ML-MCTDH work is a generalization of the previous work on calculating energy eigenstates and other thermodynamic quantities [21–25]. In Section II we will summarize the ML-MCTDH theory, followed by a discussion on practical calculations of ERDM in Section III. Then we will provide in Section IV a brief introduction to the recently developed MES-PIMD approach [20]. In Section V we will present examples on the spin-boson model. Finally, we conclude with an outlook to future extensions.

II. VARIATIONAL APPROACH TO QUANTUM DYNAMICS: FROM CONVENTIONAL METHOD TO ML-MCTDH

A. Conventional approach using static configurations

The numerical solution of the time-dependent Schrödinger equation using basis sets can be achieved by employing Dirac-Frenkel variational principle [26] (in Schrödinger equation using basis sets can be achieved)

$$A. \text{Conventional approach using static configurations}$$

In conventional methods the wave function is expressed as a linear combination of time-independent configurations

$$\langle \Phi(t) | \hat{H} | \Psi(t) \rangle = \sum_{j_1} \sum_{j_2} \ldots \sum_{j_f} \langle \Phi_{j_1} \ldots j_f(t) | \hat{H} | \Phi_{j_1} \ldots j_f(t) \rangle$$

where $\Phi_{j_1} \ldots j_f(t) \rangle$ is a multi-dimensional index that runs through all the combinations of basis functions $\phi_{j_1}^{(\nu)}(\tau_1)$ over $\nu=1, 2, \ldots, f$-degrees of freedom. If for each degree of freedom $\nu$ the basis functions $\phi_{j_1}^{(\nu)}$'s are orthonormal, the equations of motion are obtained upon substitution of Eq. (2.1)

$$i \hat{A}_j(t) = \langle \Phi_j(t) | \hat{H} | \Psi(t) \rangle = \sum_L \langle \Phi_j(t) | \hat{H} | \Phi_L(t) \rangle A_L(t)$$

In this brute-force, full configuration interaction (CI) approach, the number of expansion terms grows exponentially with respect to the number of degrees of freedom.

The limitation of the simple expansion scheme in Eq.(2.2) is due to its unbiased exploration of the entire Hilbert space, which can be demonstrated by considering a special case where $f$ degrees of freedom are completely separable. In this case the solution of the time-dependent Schrödinger equation is given by a direct or Hartree product, $|\Psi(t)\rangle=\prod_{\kappa=1}^p |\varphi^{(\kappa)}(t)\rangle$. However, even for this uncorrelated case, the expansion in Eq.(2.2) still requires exponentially many terms, suggesting that most parameters are redundant. That is, the fact that tensor $A$ with $n^f$ terms in the full CI expansion can be contracted to $n \times f$ terms is completely ignored in Eq.(2.2).

Thus, it is natural to consider a more flexible approach to describing the dynamics in a reduced, but nonetheless numerically converged, parameter space. One may start from the single Hartree description for the completely uncorrelated dynamics above and gradually build in more time-dependent configurations as correlation becomes stronger. This is the multiconfiguration time-dependent Hartree (MCTDH) approach proposed by Meyer, Manthe, and Cederbaum [27–30].

B. The multiconfiguration time-dependent Hartree method

Within the MCTDH method the wave function has the form [27–30]

$$|\Psi(t)\rangle = \sum_{j_1} \sum_{j_2} \ldots \sum_{j_p} A_{j_1j_2\ldots j_p}(t) \prod_{\kappa=1}^p |\varphi^{(\kappa)}_{j_\kappa}(t)\rangle$$

where the summation is over all combinations of the single particle functions (SPFs) $|\varphi^{(\kappa)}_{j_\kappa}(t)\rangle$ for $\kappa=1, 2, \ldots, p$. This tensor decomposition is usually called the Tucker form [31] or N-way singular value decomposition (SVD) in mathematics, which finds a wide range of applications [32] apart from MCTDH. One may impose the orthogonality condition

$$\langle \varphi^{(\kappa)}_{j_\kappa}(t) | \varphi^{(\kappa)}_{m_\kappa}(t) \rangle = \delta_{nm}$$

via the standard gauge condition

$$\langle \varphi^{(0)}_{j_\kappa}(0) | \varphi^{(0)}_{m_\kappa}(0) \rangle = \delta_{nm}$$

Variations then lead to two sets of coupled MCTDH equations of motion [27–30]

$$i \hat{A}_j(t) = \langle \Phi_j(t) | \hat{H} | \Psi(t) \rangle = \sum_{L} \langle \Phi_j(t) | \hat{H} | \Phi_L(t) \rangle A_L(t)$$

$$i \hat{\varphi}^{(\kappa)}_{j_\kappa}(t) = \left[ 1 - \hat{\rho}^{(\kappa)}(t) \right] \left[ \hat{\rho}^{(\kappa)}(t) \right]^{-1} \langle \hat{H}^{(\kappa)} | \varphi^{(\kappa)}(t) \rangle$$
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Eq. (2.7a) bears some similarity to Eq. (2.3), except that the Hamiltonian matrix $H_{iJL}(t)\equiv\langle\Phi_J(t)|\hat{H}|\Phi_L(t)\rangle$ is now time-dependent. Eq. (2.7b) describes the time-dependence of the SPFVs that does not appear in the conventional method. Other quantities are defined as follows: $[\varphi^{(c)}_n(t)] = [\varphi^{(c)}_1(t), \varphi^{(c)}_2(t), ...]_T$ denotes the symbolic column vector of the SPFVs for the $k$th single particle group, $\langle\hat{H}^{(c)}_J(t)\rangle$ denotes the mean-field operator, $\tilde{\rho}^{(c)}_m(t)$ is the reduced density matrix,

$$\langle\hat{H}^{(c)}_J(t)\rangle = \langle\psi^{(c)}_m(t)|\hat{H}|\psi^{(c)}_m(t)\rangle \tag{2.8a}$$

and $P^{(c)}(t)$ is the single particle space projector for the $k$th single particle group,

$$P^{(c)}(t) = \sum_m |\varphi^{(c)}_m(t)\rangle \langle\varphi^{(c)}_m(t)| \tag{2.9}$$

In the expressions above, the single hole function $|\psi^{(c)}_n(t)\rangle$ for the $k$th single particle group is defined as

$$|\psi^{(c)}_n(t)\rangle = \sum_{J_1} ... \sum_{J_{n-1}} \sum_{J_n} \sum_{J_p} \left( A_{J_1...J_{n-1}J_nJ_{n+1}...J_p}(t) \prod_{\lambda \neq \kappa} |\varphi^{(c)}_{J_\lambda}(t)\rangle \right) \tag{2.10a}$$

so that

$$|\Psi(t)\rangle = \sum_n |\varphi^{(c)}_n(t)\rangle |\psi^{(c)}_n(t)\rangle \tag{2.10b}$$

The expansion in the MCTDH approach, Eq. (2.4), resembles the full CI expression in Eq. (2.2), i.e. the total number of time-dependent configurations still scales exponentially versus the total number of single particle groups $p$. However the MCTDH method is applicable to more complex systems for two reasons: (i) the base of the exponential in the MCTDH approach, i.e. the number of physically important SPFVs, is usually much smaller than the number of time-independent basis functions in the conventional approach; and (ii) each single particle group may contain several physical degrees of freedom so that the number of the single particle groups ($p$) is usually much less than the number of physical degrees of freedom ($J$). The method recovers the single Hartree limit naturally for separable systems and systematically requires more configurations as correlation effects become more important.

The main limitation of the MCTDH approach outlined above lies in its way of constructing the SPFVs, which is based on another full CI expansion employing the static Hartree products in the single particle sub-space

$$|\varphi^{(c)}_n(t)\rangle = \sum_I B^{\kappa,n}_I(t)|u^\kappa_I\rangle \tag{2.11}$$

The ML-MCTDH theory [15] successfully circumvents this bottleneck by using a hierarchical, dynamic contraction of the basis functions that constitute the original SPFVs. This gives a flexible representation of the overall wave function and significantly increases the number of degrees that can be treated.

### C. Multilayer multiconfiguration time-dependent Hartree theory

To begin with, the SPFVs $|\varphi^{(c)}_n(t)\rangle$ in MCTDH can again be cast into a time-dependent multiconfiguration expansion

$$|\varphi^{(c)}_n(t)\rangle = \sum_I B^{\kappa,n}_I(t)|u^\kappa_I\rangle \tag{2.12}$$

For notation purpose we refer to the single particles introduced in the previous MCTDH section as the level one (L1), which in turn contains several level two (L2) single particles. An L1-SPF $|\varphi^{(c)}_n(t)\rangle$ is expanded in the time-dependent L2-SPFs as in Eq.(2.12). The expansion of a two-layer ML-MCTDH wave function can thus be written in the form

$$|\Psi(t)\rangle = \sum_{J_1} \sum_{J_2} \sum_{J_p} A_{J_1J_2...J_p}(t) \prod_{\lambda \neq \kappa} \left[ \sum_{i_1} \sum_{i_2} ... \sum_{i_{Q^{(c)}}(k)} B^{\kappa,j_{i_1}i_{i_2}...i_{Q^{(c)}}(k)}(t) \prod_{q=1}^{Q^{(c)}} |v^{(c,q)}_{i_q}(t)\rangle \right] \tag{2.13}$$

for which Dirac-Frenkel variational principle can be split into

$$\langle\delta\Psi(t)|\frac{\partial}{\partial t} - \hat{H}|\Psi(t)\rangle_{\text{top coefficients}} = 0 \tag{2.14a}$$

$$\langle\delta\Psi(t)|\frac{\partial}{\partial t} - \hat{H}|\Psi(t)\rangle_{\text{L1 SPFVs}} = 0 \tag{2.14b}$$

$$\langle\delta\Psi(t)|\frac{\partial}{\partial t} - \hat{H}|\Psi(t)\rangle_{\text{L2 SPFVs}} = 0 \tag{2.14c}$$

The first two parts give equations that are in the same
form as Eqs. (2.7a) and (2.7b),

\[
i\hat{A}_J(t) = \sum_L \left( \Phi_J(t) | \hat{H} | \Phi_L(t) \right) \hat{A}_L(t) \tag{2.15a}
\]

\[
i\varphi^{(\kappa)}(t)|L_2\rangle \text{ coefficients} = [1 - \hat{P}^{(\kappa)}(t)][\hat{\rho}^{(\kappa)}(t)]^{-1} \langle \hat{H}^{(\kappa)}(t)|\varphi^{(\kappa)}(t) \rangle \tag{2.15b}
\]

Here, the symbolic notation on the left hand side of Eq.(2.15b) means that the time derivative of the L1-SPFs is only taken with respect to the L2 expansion coefficients $B_{t,1}^{1,n}$ and does not act on the L2 configuration $|\varphi^{(\kappa)}(t)\rangle = \prod_{q=1}^{|B|} |\varphi^{(\kappa,q)}(t)\rangle$ in Eq.(2.12). In ML-MCTDH the configurations $|\Phi_J(t)\rangle$, the Hamiltonian matrix $H_{J\|L}(\tau) = \langle \Phi_J(t) | \hat{H} | \Phi_L(t) \rangle$, the L1 mean-field operator $\langle \hat{H} \rangle^k(t)$, and the L1-SPFs $|\varphi^{(\kappa)}(t)\rangle$, all depend on the L2-SPFs $|\varphi^{(\kappa,q)}(t)\rangle$. These quantities need to be built explicitly from the bottom layer SPFs and basis functions.

Variation with respect to the L2-SPFs leads to an expression similar to Eq.(2.15b)

\[
\frac{i}{\hbar}\varphi^{(\kappa,q)}(t) = [1 - \hat{P}^{(\kappa,q)}(t)][\hat{\rho}^{(\kappa,q)}(t)]^{-1} \langle \hat{H}^{(\kappa,q)}(t)|\varphi^{(\kappa,q)}(t) \rangle \tag{2.16}
\]

Again $|\varphi^{(\kappa,q)}(t)\rangle = \langle \varphi^{(\kappa,q)}(t) | \varphi^{(\kappa,q)}(t) \rangle$ denotes the symbolic column vector of (the coefficients of) the L2-SPFs and $\hat{P}^{(\kappa,q)}(t) \equiv \sum_i \langle \varphi^{(\kappa,q)}(t) | \varphi^{(\kappa,q)}(t) \rangle \hat{T}_i^{(\kappa,q)}(t)$ the projection operator in the L2-SP space. The second layer reduced density matrix and mean-field operator are given with the aid of the second layer hole functions defined by

\[
|\varphi^{(\kappa)}(t)\rangle = \sum_r |\varphi^{(\kappa,q)}_r(t)\rangle |\varphi^{(\kappa,q)}_m(t)\rangle \tag{2.17}
\]

and the first layer reduced density matrix and mean-field operator in Eq.(2.8). The expressions are

\[
\varphi^{(\kappa,q)}(t) = \sum_{n,m} \langle \varphi^{(\kappa,q)}_n(t) | \varphi^{(\kappa,q)}_m(t) \rangle \langle \varphi^{(\kappa,q)}_n(t) | \varphi^{(\kappa,q)}_m(t) \rangle \tag{2.18a}
\]

\[
\langle \hat{H} \rangle^{(\kappa,q)}_s(t) = \sum_{n,m} \langle \varphi^{(\kappa,q)}_n(t) | \hat{H}^{(\kappa,q)}_{nm}(t) | \varphi^{(\kappa,q)}_m(t) \rangle \tag{2.18b}
\]

The two-layer ML-MCTDH, Eqs. (2.15a), (2.15b), and (2.16), can be recursively generalized to include an arbitrary number of layers by expanding the overall wave function via a hierarchical tensor contraction

\[
|\Psi(t)\rangle = \sum_{j_1} \sum_{j_2} ... \sum_{j_p} \sum_{\tilde{\gamma}} A_{j_1j_2 ... j_p} \prod_{\kappa=1}^p |\varphi^{(\kappa)}_{j_\kappa}(t)\rangle \tag{2.19a}
\]

\[
|\varphi^{(\kappa)}_{j_\kappa}(t)\rangle = \sum_{i_1} \sum_{i_2} ... \sum_{i_{Q(\kappa)}} \left( B_{i_1i_2 ... i_{Q(\kappa)}}^{j_\kappa,j_\kappa}(t) \cdot \prod_{q=1}^{Q(\kappa)} |\varphi^{(\kappa,q)}_{i_q}(t)\rangle \right) \tag{2.19b}
\]

\[
|\varphi^{(\kappa,q)}_{i_q}(t)\rangle = \sum_{\alpha_1} \sum_{\alpha_2} ... \sum_{\alpha_{M(\kappa,q)}} \left( C_{\alpha_1 \alpha_2 ... \alpha_{M(\kappa,q)}}^{M(\kappa,q)}(t) \cdot \prod_{\gamma=1}^{M(\kappa,q)} |\varphi^{(\kappa,q,\gamma)}_{i_q}(t)\rangle \right) \tag{2.19c}
\]

and the equations of motion can be derived by the same way as above for the two layer case using mathematical induction and they all have the same form [15–17]. The multilayer hierarchy is terminated at a particular level by expanding the SPFs in the deepest layer in terms of time-independent configurations.

The introduction of the recursive, dynamically optimized layering scheme in the ML-MCTDH wave function provides a great deal of flexibility in the trial wave function, which results in a tremendous gain in one’s ability to study large many-body quantum systems. This is demonstrated by many applications on simulating quantum dynamics of ultrafast electron transfer reactions in condensed phases [33–49]. The ML-MCTDH work of Manthe has introduced an even more adaptive formulation based on a layered correlation discrete variable representation [21, 50]. The form of the ML-MCTDH wave function in Eq.(2.19) has also received much attention recently in applied mathematics [51].

III. Calculating Equilibrium Reduced Density Matrix for the System-Bath Model Using ML-MCTDH

The applicability of ML-MCTDH theory is not limited to real time quantum dynamics. By a trivial extension to imaginary time $\tau=-it$, ML-MCTDH can be used to evaluate the Boltzmann operator [35], thermal rate constant [52, 53], or eigenstates of the Hamiltonian [25]. Here we describe a procedure for calculating equilibrium reduced density matrix (ERDM) for the system-bath model.

Starting from the generic Hamiltonian

\[
H = H_S + H_B + H_{SB} \tag{3.1}
\]

where $H_S$ is the Hamiltonian for the system, $H_B$ for the bath, and $H_{SB}$ for the system-bath coupling. ERDM $\hat{\rho}$
is defined by tracing out the bath from the Boltzmann operator
\[
\rho^\beta_{nm} = \frac{1}{Z_B} \text{tr}[e^{-\beta \hat{H}}|n\rangle\langle m|] 
\tag{3.2a}
\]
\[
Z_B = \text{tr}[e^{-\beta \hat{H}_B}] \tag{3.2b}
\]
Here $\beta=1/k_B T$, and $|n\rangle$ denotes the basis states for the system, i.e.
\[
\hat{H}_S = \sum_{n} \sum_{m} |n\rangle \rho^\beta_{nm} |m\rangle 
\tag{3.3a}
\]
\[
\hat{H}_S = \sum_{n} \sum_{m} |n\rangle \epsilon_{nm} |m\rangle 
\tag{3.3b}
\]
Once ERDM is obtained, other relevant quantities can also be derived. For example, the system partition function
\[
Z_s = \text{tr}[\rho^s] = \sum_{n} \rho^s_{nn} = \frac{Z}{Z_B} \tag{3.4}
\]
with the total partition function
\[
Z = \text{tr}[e^{-\beta \hat{H}}] \tag{3.5}
\]
the system internal energy
\[
U_s = -\frac{\partial \ln Z_s}{\partial \beta} = \langle H \rangle_{\beta} - \langle H_B \rangle_{\beta} \tag{3.6}
\]
with the internal energies
\[
\langle H \rangle_{\beta} = \frac{1}{Z} \text{tr}[e^{-\beta \hat{H}} \hat{H}] 
\tag{3.7a}
\]
\[
\langle H_B \rangle_{\beta} = \frac{1}{Z_B} \text{tr}[e^{-\beta \hat{H}_B} \hat{H}_B] 
\tag{3.7b}
\]
It should be emphasized that as long as the interaction between the system and the bath does not vanish, it is not possible to separate the “system” unambiguously from the “bath” thermodynamically. The above definition is a subjective classification that is often used in qualitative analysis.

Practical evaluation of ERDM and other properties employs ML-MCTDH for the imaginary time propagation and an importance sampling procedure for Eq.(3.2). To do so we first introduce a zeroth-order Hamiltonian $\hat{H}_0$ that can be diagonalized either analytically or numerically
\[
e^{-\beta \hat{H}_0} = \sum_{\alpha} e^{-\beta E_{\alpha}} |\chi_{\alpha}\rangle\langle \chi_{\alpha}| 
\tag{3.8}
\]
and insert it into the ERDM expression Eq.(3.2)
\[
\rho^\beta_{nm} = \frac{1}{Z_B} \text{tr}[e^{-\beta \hat{H}}|n\rangle\langle m|] 
\]
\[
= \frac{1}{Z_B} \text{tr}[e^{-\beta \hat{H}_0} e^{\beta \hat{H}_0/2} e^{-\beta \hat{H}/2} |n\rangle\langle m| e^{\beta \hat{H}/2} e^{\beta \hat{H}_0/2}] 
\]
\[
= \frac{Z_0}{Z_B} \frac{1}{Z_0} \sum_{\alpha} \left( e^{-\beta E_{\alpha}} |\chi_{\alpha}\rangle e^{-\beta (\hat{H}_0-E_{\alpha})/2} \right) 
\]
\[
|n\rangle\langle m| e^{-\beta (\hat{H}_0-E_{\alpha})/2} |\chi_{\alpha}\rangle \right) 
\tag{3.9}
\]
where we have defined the partition function
\[
Z_0 = \text{tr}[e^{-\beta \hat{H}_0}] \tag{3.10}
\]
The quantum mechanical trace in Eq.(3.2) is obtained from importance sampling according to the weighting function $e^{-\beta E_{\alpha}}/Z_0$ which is defined by a zeroth-order Hamiltonian $\hat{H}_0$. The choice of $\hat{H}_0$ is flexible as long as it is not too far away from $\hat{H}$ and can be diagonalized.

For the system-bath Hamiltonian, an often good choice is $H_0=H_S+H_B$. Sometimes it is also useful to define $H_0$ in a more localized region to enhance the importance sampling [52]. Once the initial state $|\chi_{\alpha}\rangle$ is selected, it is propagated in the imaginary time via ML-MCTDH to give $e^{-\beta (\hat{H}-E_{\alpha})/2} |n\rangle$. The final ERDM is calculated according to Eq.(3.9).

IV. MULTI-ELECTRONIC-STATE PATH INTEGRAL MOLECULAR DYNAMICS

The recently developed multi-electronic-state path integral molecular dynamics (MES-PIMD) approach [20] in principle offers a practical tool in either of the diabatic or adiabatic representations for studying exact quantum statistics of general MES systems when the Born-Oppenheimer approximation, Condon approximation, and harmonic bath approximation break down. The MES-PIMD approach employs a unified efficient thermostat scheme (the “middle” scheme) for PIMD (or MD) which applies to either stochastic or deterministic thermostats [53–57].

A. Imaginary time path integral formulation for multi-electronic-state systems

Consider a Hamiltonian with $N$ electronic states in the diabatic representation $\hat{H}=\hat{T}+\hat{V}$, where $\hat{V}=\hat{V}(\hat{R})$ is the $N\times N$ symmetric potential energy matrix as a function of the nuclear coordinate $\hat{R}$ and $\hat{T}$ the (diagonal) kinetic energy matrix. The canonical partition function is
\[
Z = \text{tr}_e[e^{-\beta \hat{H}}] 
\tag{4.1}
\]
and a specific physical property of interest is
\[
\langle \hat{B} \rangle = \frac{1}{Z} \text{tr}_e[e^{-\beta \hat{H}} \hat{B}] 
\tag{4.2}
\]
In Eq.(4.1) and Eq.(4.2) the trace is over both the nuclear and electronic degrees of freedom. That is,
\[
\text{tr}_e[\hat{B}] = \sum_{n=1}^{N} \langle n|\hat{B}|n\rangle 
\tag{4.3}
\]
and
\[
\text{tr}_n[\hat{B}] = \int d\hat{R} \langle \hat{R}|\hat{B}|\hat{R}\rangle 
\tag{4.4}
\]
Inserting the resolution of the identity into Eq.(4.1) yields
\[ Z = \lim_{P \to \infty} \left( \frac{PM}{2\pi\beta\hbar^2} \right)^{P/2} \int d\mathbf{R}_1 \ldots d\mathbf{R}_P \exp \left[ -\frac{\beta}{2}\sum_{i=1}^{P} (\mathbf{R}_i - \mathbf{R}_{i+1})^T \mathbf{M}(\mathbf{R}_i - \mathbf{R}_{i+1}) \right] \times \text{Tr} \left[ \prod_{i=1}^{P} \mathbf{O}(\mathbf{R}_i)^T \mathbf{O}(\mathbf{R}_i) \right] \]  
(4.5)

and
\[ \mathbf{M}(\mathbf{R}_i - \mathbf{R}_{i+1}) + \phi^{(\text{dia})}(\mathbf{R}_1, \ldots, \mathbf{R}_P) \]  
(4.10)

Any physical property in Eq.(4.2) can be expressed as
\[ \langle \hat{B} \rangle = \lim_{P \to \infty} \frac{\mathcal{A}}{P} \]  
(4.11)
\[ \mathcal{A} = \int d\mathbf{R}_1 \ldots d\mathbf{R}_P \exp \left[ -\beta \langle \psi^{(\text{dia})}(\mathbf{R}_1, \ldots, \mathbf{R}_P) \rangle \right] \]  
\[ \mathcal{B} = \int d\mathbf{R}_1 \ldots d\mathbf{R}_P \exp \left[ -\beta \langle \phi^{(\text{dia})}(\mathbf{R}_1, \ldots, \mathbf{R}_P) \rangle \right] \]

with \( \tilde{\mathcal{B}}^{(\text{dia})}(\mathbf{R}_1, \ldots, \mathbf{R}_P) \) as the estimator for operator \( \hat{B} \) in the diabatic representation
\[ \tilde{\mathcal{B}}^{(\text{dia})}(\mathbf{R}_1, \ldots, \mathbf{R}_P) = \frac{\mathcal{C}}{\text{Tr}_e \left[ \prod_{i=1}^{P} e^{-\beta \mathbf{V}_{\text{diag}}(\mathbf{R}_i)/P} \right]} \]  
(4.12)
\[ \mathcal{C} = \frac{1}{P} \text{Tr}_e \left[ \left\{ \sum_{k=1}^{P-1} \left( \prod_{i=1}^{P} \mathbf{O}(\mathbf{R}_i)^T \mathbf{O}(\mathbf{R}_i) \right) \mathbf{O}(\mathbf{R}_k)^T \mathbf{B}(\mathbf{R}_k) \right\} \left( \prod_{i=k+1}^{P} \mathbf{O}(\mathbf{R}_i)^T \mathbf{O}(\mathbf{R}_i) \right) \right] \]

For instance, the estimator for the potential energy is
\[ \tilde{\mathcal{B}}^{(\text{dia})}(\mathbf{R}_1, \ldots, \mathbf{R}_P) = \frac{\mathcal{D}}{\text{Tr}_e \left[ \prod_{i=1}^{P} e^{-\beta \mathbf{V}_{\text{diag}}(\mathbf{R}_i)/P} \right]} \]  
(4.13)
\[ \mathcal{D} = \frac{1}{P} \text{Tr}_e \left[ \sum_{k=1}^{P-1} \left( \prod_{i=1}^{P} \mathbf{O}(\mathbf{R}_i)^T \mathbf{O}(\mathbf{R}_i) \right) \mathbf{O}(\mathbf{R}_k)^T \mathbf{V}(\mathbf{R}_k) \right] \]
\[ \mathcal{O}(\mathbf{R}_k) \left( \prod_{i=k+1}^{P} \mathbf{O}(\mathbf{R}_i)^T \mathbf{O}(\mathbf{R}_i) \right) \right] \}

and that for the electronic state density matrix element in the diabatic representation \( \rho^{(\text{ds})}_{ij} \) is
\[ \tilde{\rho}^{(\text{dia-ds})}_{ij}(\mathbf{R}_1, \ldots, \mathbf{R}_P) = \frac{\mathcal{E}}{\text{Tr}_e \left[ \prod_{i=1}^{P} e^{-\beta \mathbf{V}_{\text{diag}}(\mathbf{R}_i)/P} \right]} \]  
(4.14)
\[ \mathcal{E} = \frac{1}{P} \text{Tr}_e \left[ \sum_{k=1}^{P-1} \left( \prod_{i=1}^{P} \mathbf{O}(\mathbf{R}_i)^T \mathbf{O}(\mathbf{R}_i) \right) \mathbf{O}(\mathbf{R}_k)^T \rho^{(\text{ds})}_{ij} \right] \]
\[ \mathcal{O}(\mathbf{R}_k) \left( \prod_{i=k+1}^{P} \mathbf{O}(\mathbf{R}_i)^T \mathbf{O}(\mathbf{R}_i) \right) \right] \}
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where

\[ P^{(ds)}_{ij} = \frac{1}{2} |i\rangle \langle j| + |j\rangle \langle i| \]  

(4.15)

with \(|i\rangle\) and \(|j\rangle\) as the \(i\)-th and \(j\)-th electronically diabatic states in the representation for the Hamiltonian \(H\).

B. Multi-electronic-state path integral molecular dynamics

One may employ the MD or Monte Carlo scheme to perform the integrals in Eq.(4.11). Inserting fictitious momenta \((p_1, \ldots, p_P)\) into each integral of Eq.(4.11) produces

\[ \langle \tilde{B} \rangle = \lim_{P \to \infty} \frac{\mathcal{F}}{\mathcal{G}} \]  

(4.16)

\[ \mathcal{F} = \int dR_1 \cdots dR_P \int dp_1 \cdots dp_P \exp \left[ -\beta H^{(\text{dia})}_\text{eff} \right] \mathcal{G} \]  

(4.17)

with the fictitious masses \(M_j\). It is trivial to verify that Eq.(4.16) is identical to Eq.(4.11) by performing the Gaussian integral over the fictitious momenta \((p_1, \ldots, p_P)\) in the former. Thus the MES-PIMD equations of motion are given by

\[ \dot{R}_j = \tilde{M}_j^{-1} p_j \]  

(4.18)

\[ p_j = -\frac{\partial U^{(\text{dia})}_\text{eff}(R_1, \ldots, R_P)}{\partial R_j} \quad (j = 1, \ldots, P) \]

Note that Eq.(4.18) must be coupled to a thermostating method to ensure a proper canonical distribution. For many thermostats, the integration in one time step \(\Delta t\) can be split into three parts [20, 53–57], the steps for updating coordinates, momenta, and thermostat, denoted as “R”, “p”, and “T”, respectively. In this case the “equations of motion” may be expressed as

\[ \left[ \begin{array}{c} \frac{dR}{dt} \\ \frac{dp}{dt} \end{array} \right] = \left[ \begin{array}{c} \tilde{M}_j^{-1} p \\ 0 \end{array} \right] \Delta t + \left[ \begin{array}{c} 0 \\ -\nabla_{R} U^{(\text{dia})}_\text{eff}(R) \end{array} \right] \Delta t + \left[ \begin{array}{c} \text{thermostat} \\ \text{T} \end{array} \right] \)  

(4.19)

For convenience we denote \(R \equiv (R_1, \ldots, R_P)\) and \(p \equiv (p_1, \ldots, p_P)\) in Eq.(4.19) and thereafter in this section.

A useful approach is to employ the forward Kolmogorov equation to express the evolution of the density distribution in the phase space [20, 53–57] \(P(R, p)\).

\[ \frac{\partial}{\partial t} P = \mathcal{L} P \]  

(4.20)

The relevant Kolmogorov operators for the 1st and 2nd terms of the RHS are

\[ \mathcal{L}_R P = -p^T \tilde{M}^{-1} \nabla_R P \]  

(4.21)

\[ \mathcal{L}_p P = \nabla_R U^{(\text{dia})}_\text{eff}(R) \cdot \nabla_p P \]  

(4.22)

respectively. The definition of \(\mathcal{L}_T\) depends on the specific thermostat. The phase space propagators for a time interval \(\Delta t\) for the three parts are \(e^{\mathcal{L}_R \Delta t}\), \(e^{\mathcal{L}_p \Delta t}\), and \(e^{\mathcal{L}_T \Delta t}\), respectively.

The propagation in each time step with the velocity Verlet (VV) algorithm in the “middle” scheme [20, 53–57] reads

\[ e^{\mathcal{L}_R \Delta t} \approx e^{c_R \Delta t/2} e^{c_L \Delta t/2} e^{c_T \Delta t} e^{c_L \Delta t/2} e^{c_R \Delta t/2} \]  

(4.23)

The phase space propagator for the thermostat part \(e^{\mathcal{L}_T \Delta t}\) is designed in the middle of the propagation. The numerical algorithm for Eq.(4.23) is

Update momenta for half a step:

\[ p \leftarrow p - \frac{\partial U^{(\text{dia})}_\text{eff}(R_1, \ldots, R_P)}{\partial R} \frac{\Delta t}{2} \]

Update coordinates for half a step:

\[ R \leftarrow R + \tilde{M}^{-1} p \frac{\Delta t}{2} \]

Thermostat for a full time step: \(\text{thermostat}\_step\)

Update coordinates for another half step:

\[ R \leftarrow R + \tilde{M}^{-1} p \frac{\Delta t}{2} \]

Update momenta for another half step:

\[ p \leftarrow p - \frac{\partial U^{(\text{dia})}_\text{eff}(R_1, \ldots, R_P)}{\partial R} \frac{\Delta t}{2} \]

where \(\text{thermostat}\_step\) represents the thermostat process for a time interval \(\Delta t\), which is determined according to the stochastic or deterministic thermostat method of choice [20, 53–57].

Note that PIMD with the “middle” thermostat scheme is often more efficiently performed by employing the staging transformation of path integral beads [20, 53, 55] or the normal-mode transformation [59].

In the present paper we use the MES-PIMD approach [20] in the way that takes no advantage of the specific form of the system-bath model. It should be stressed that one could design a much more efficient method for performing MES-PIMD when the Condon approximation and harmonic-bath approximation are valid.
V. NUMERICAL EXAMPLE: THE SPIN-BOSON MODEL

A. Model

We consider practical application of our method to the spin-boson model that has been widely used in the context of electron transfer theory [60, 61]. This is a relatively simple system-bath type Hamiltonian where the system comprises only two electronic states (\(|\phi_1\rangle\) and \(|\phi_2\rangle\) that are linearly coupled to a bath of harmonic oscillators. Using mass-weighted coordinates the Hamiltonian reads

\[
H = -\epsilon \sigma_z + \Delta \sigma_x + \frac{1}{2} \sum_{j=1}^{N} (p_j^2 + \omega_j^2 q_j^2) + \sigma_z \sum_{j=1}^{N} c_j q_j \tag{5.1}
\]

where \(\sigma_x\) and \(\sigma_z\) are Pauli matrices

\[
\sigma_x = |\phi_1\rangle \langle \phi_2| + |\phi_2\rangle \langle \phi_1| \tag{5.2a}
\]
\[
\sigma_z = |\phi_1\rangle \langle \phi_1| - |\phi_2\rangle \langle \phi_2| \tag{5.2b}
\]

The properties of the bath that influence the dynamics of the two-state subsystem are specified by the spectral density function [60, 61]

\[
J(\omega) = \frac{\pi}{2} \sum_j c_j^2 \delta(\omega - \omega_j) \tag{5.3}
\]

Different forms of \(J(\omega)\) provide different models of the phonon bath. In the examples below we use two forms: an Ohmic (linear) spectral density with an exponential cutoff

\[
J(\omega) = \eta \omega e^{-\omega/\omega_c} \tag{5.4a}
\]

and an Ohmic spectral density with a Lorentzian cutoff

\[
J(\omega) = \eta \omega \frac{1}{1 + (\omega/\omega_c)^2} \tag{5.4b}
\]

where \(\eta\) is the dimensionless system-bath coupling strength and \(\omega_c\) is the cutoff frequency of the bath. The continuous bath spectral density of Eq.(5.4) can be discretized to the form of Eq.(5.3) via the relation [15, 62]

\[
c_j^2 = \frac{2}{\pi \omega_j} J(\omega_j) / \rho(\omega_j) \tag{5.5}
\]

in which the density of frequencies \(\rho(\omega)\) is defined from the integral relation

\[
\int_0^{\omega_j} d\omega \rho(\omega) = j, \quad j = 1, \ldots, N \tag{5.6a}
\]

In this work, \(\rho(\omega)\) is chosen as

\[
\rho(\omega) = s \frac{J(\omega)}{\omega} \tag{5.6b}
\]

\[\text{FIG. 1 Equilibrium reduced density matrix for a spin-boson model. An Ohmic spectral density with an exponential cutoff is employed. The parameters are: } \epsilon = \Delta = 60 \text{ cm}^{-1}, \omega_c = 100 \text{ cm}^{-1}, \text{ and } \eta = 0.3. \text{ The lines are intended as guide to the eye.}\]

B. Results

We first consider a model for an Ohmic spectral density with an exponential cutoff, Eq.(5.4a). The pa-
rameters are given as: $\epsilon=\Delta=60 \text{ cm}^{-1}$ in Hamiltonian (Eq.(5.1)), $\omega_c=100 \text{ cm}^{-1}$ and $\eta=0.3$ in spectral density (Eq.(5.4a)). FIG. 1 shows all the elements of ERDM over the temperature range $20\sim 300$ K. Despite using completely different numerical strategies, ML-MCTDH and MES-PIMD produce results in agreement over the entire temperature range, for both diagonal and off-diagonal elements of ERDM. This is encouraging because both methods are seen to be capable of capturing the high temperature (classical) and low temperature (quantum) limits. It also provides benchmark results to test other methodologies. As mentioned in the introduction, a method that is accurate in principle may not be so in practice. The comparison here offers a reliable and unbiased test for both methods.

The example above is in the relatively weak coupling regime where both methods are easy to converge. For ML-MCTDH simulations only two layers are needed, with a few thousand configurations per layer to obtain accurate results. For MES-PIMD calculations the number of beads ranges from 32 at 300 K to 256 at 20 K, which also has moderate computational cost. The error bar for each method is smaller than the size of the symbols in FIG. 1.

Next we consider a model with the spectral density function (Eq.(5.4b)). A symmetric two-level system is studied here, $\epsilon=0$. The parameters and physical variables are scaled with respect to the tunneling splitting $2\Delta$, i.e. $2\Delta\rightarrow 2\Delta/(2\Delta)=1$, $\omega_c\rightarrow \omega_c/(2\Delta)$, $\omega\rightarrow \omega/(2\Delta)$, $\beta\rightarrow (2\Delta)\beta$. The parameters are given as: $\Delta=0.5$ in Hamiltonian (Eq.(5.1)), $\omega_c=0.5$, and $\eta=1$ in spectral density (Eq.(5.4b)). We note that the Hamiltonian

$$H = -\epsilon \sigma_x + \Delta \sigma_z + \frac{1}{2} \sum_{j=1}^{N} (q_j^2 + \omega_j^2 q_j^2) + \sigma_x \sum_{j=1}^{N} c_j q_j$$

(5.7)

and that in Eq.(5.1) share the same thermodynamic properties of the total system such as the internal energy.

The results of ERDM agree between ML-MCTDH and MES-PIMD simulations. In addition, we consider a different property, the internal energy of the system as defined in Eq.(3.6). As shown in FIG. 2, the results from the two methods again agree well with each other. Since this example has a stronger coupling strength as well as a quantity (internal energy) more difficult to converge, both methods require more computational effort. ML-MCTDH requires 2–3 layers, with $\sim 10^5$ configurations for the top layer; whereas MES-PIMD requires 128 beads ($\beta=0.5$) to 2048 beads ($\beta=5$). We note that both methods employ different sets of convergence parameters. The estimate of errors is about a few percent within each method’s self check. This confirms again the reliability of both methods.

VI. CONCLUDING REMARKS

The ML-MCTDH and the MES-PIMD methods were both derived from exact principles. Both have been applied in other contexts and verified many times against available benchmark results. In this paper, we extended the methods and presented our implementations for computing reduced density matrices of system-bath models at equilibrium. We tested our approaches on the spin-boson model with two different spectral densities. Excellent agreement is achieved between the two methods. We have also found agreement between our methods for other parameter regimes. All this demonstrates the reliability of the two methods.

One advantage of both methods is that they are not restricted to treating a harmonic bath. It would be interesting to extend our implementation to treat anharmonic potential functions. This will provide a useful way to go beyond linear response model and investigate new physics and chemistry therein.

VII. ACKNOWLEDGMENTS

The work on the ML-MCTDH approach in the paper has been supported by the U.S. National Science Foundation CHE-1500285, and used resources from the National Energy Research Scientific Computing Center, which is supported by the Office of Science of the U.S. Department of Energy under Contract No.DE-AC02-05CH11231.

The work on the MES-PIMD approach in the paper has been supported by the Ministry of Science and Technology of China (No.2017YFA0204901 and No.2016YFC0202803, the National Natural Science Foundation of China (No.21373018 and No.21573007), the Recruitment Program of Global Experts, and Special Program for Applied Research on Super Computation of the NSFC-Guangdong Joint Fund (the second phase) under grant No.U1501501. We acknowledge the Beijing and Tianjin supercomputer centers and the
High-performance Computing Platform of Peking University for providing computational resources.

Haobin Wang (left) received his B.S. degree from Department of Modern Chemistry (now Chemical Physics), University of Science and Technology of China in 1991. He then did his graduate study at Wayne State University, Detroit, Michigan from 1992–1996 under the supervision of William L. Hase. Afterwards he carried out postdoctoral work with William H. Miller at University of California-Berkeley. He was an Assistant Professor of Chemistry at New Mexico State University from 2001 to 2005, Associate Professor 2006–2010, and has been Professor there since 2011. In 2014, he became the chair of the Chemistry Department at University of Colorado Denver. Dr. Wang’s research has focused on developing accurate theoretical methods and practical computational techniques to simulate quantum dynamics for large many-body systems. His research interests also include developing classical and semiclassical methods for dynamical simulations.

Jian Liu (right) obtained his B.S. degree (2000) from the University of Science and Technology of China and then Ph.D. degree (2005) under the supervision of Nancy Makri from the University of Illinois at Urbana-Champaign. He worked as a postdoctoral fellow with William H. Miller at the University of California, Berkeley (2005–2011) and then as a research associate with Todd Martinez at Stanford University (2011–2012), before he was appointed Associate Professor at the College of Chemistry and Molecular Engineering, Peking University. His research interest has focused on the development of trajectory-based quantum dynamical methods, as well as (exact) quantum statistical methods, for complex (large) molecular systems.