Neural Network Based on Quantum Chemistry for Predicting Melting Point of Organic Compounds
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The melting points of organic compounds were estimated using a combined method that includes a backpropagation neural network and quantitative structure property relationship (QSPR) parameters in quantum chemistry. Eleven descriptors that reflect the intermolecular forces and molecular symmetry were used as input variables. QSPR parameters were calculated using molecular modeling and PM3 semi-empirical molecular orbital theories. A total of 260 compounds were used to train the network, which was developed using MatLab. Then, the melting points of 73 other compounds were predicted and results were compared to experimental data from the literature. The study shows that the chosen artificial neural network and the quantitative structure property relationships method present an excellent alternative for the estimation of the melting point of an organic compound, with average absolute deviation of 5%.
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I. INTRODUCTION

The melting point (mp) is the temperature at which a solid becomes a liquid and the freezing point is the temperature at which a liquid solidifies, and for all practical purposes the two can be considered to be identical [1]. From a thermodynamics point of view, at mp the change in Gibbs free energy (∆G) is zero, because the transition temperature is related to the enthalpy (∆H_tr) and entropy of transition (∆S_tr) by the following relationship:

\[ T_{tr} = \frac{\Delta H_{tr}}{\Delta S_{tr}} \Rightarrow T_{m} = \frac{\Delta H_{m}}{\Delta S_{m}} \] (1)

The enthalpy of melting (∆H_m) of an organic molecule is assumed to be dependent upon the interactions between its molecular fragments. The entropy of melting (∆S_m) of an organic molecule is the sum of its positional, rotational, and conformational entropies [2,3]. Melting phenomena happen when the Gibbs free energy of the liquid becomes lower than the solid for that substance.

From the scientific and industrial point of view, a fundamental understanding of the chemical, physical and thermodynamic properties of substances should be known before their application to several processes. For instance, knowledge of some basic properties is useful in the area of fluid properties estimation, thermodynamic property calculations, and phase equilibrium, among others.

The melting point is one of the most widely used fundamental physical properties. It finds applications in chemical identification, purification, and calculation of a number of other physicochemical properties [2,3]. Also, several correlations of physicochemical properties make use of melting temperature [4].

Melting point prediction has a long history, starting in 1884 [1]. Mainly, prediction methods for this property can be categorized as group contribution methods (GCM) and quantitative structure-property relationship (QSPR).

Joback and Reid [5] reevaluated Lydersen’s GCM [6], added several new functional groups, and determined new contribution values. For the case of mp the method of Joback and Reid includes one of the simplest methods available. Later, Constantinou and Gani developed an advanced GCM method based on the UNIFAC groups but enhanced by allowing for more sophisticated functions of the desired properties and by providing contributions at a second order level [7].

Yalkowsky et al. have explored connections between melting point and normal boiling point as well as have proposed correlations for mp [2,3]. The method consists of both group contributions which are additive and molecular descriptors which are not additive [4].

In all these methods, the property of a compound is calculated by summing up the contributions of certain defined groups of atoms, considering at the same time
TABLE I Reported QSPR models for predicting melting points of organic compounds.

<table>
<thead>
<tr>
<th>Author</th>
<th>Compounds</th>
<th>Method*</th>
<th>N</th>
<th>$R^2$</th>
<th>Deviation$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bhattacharjee et al. [8]</td>
<td>Halomethanes</td>
<td>LR</td>
<td>30</td>
<td>0.676</td>
<td>47.8</td>
</tr>
<tr>
<td>Dearden [9]</td>
<td>Anilines</td>
<td>MLR</td>
<td>42</td>
<td>0.897</td>
<td>23.7</td>
</tr>
<tr>
<td>Medić-Sarić et al. [10]</td>
<td>Pyrazolinones</td>
<td>MLR</td>
<td>17</td>
<td>0.891</td>
<td>15.0</td>
</tr>
<tr>
<td>Katritzky and Gordeeva [11]</td>
<td>Aldehydes</td>
<td>MLR</td>
<td>72</td>
<td>0.838</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Amines</td>
<td>MLR</td>
<td>54</td>
<td>0.795</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ketones</td>
<td>MLR</td>
<td>52</td>
<td>0.865</td>
<td></td>
</tr>
<tr>
<td>Charton and Charton [12]</td>
<td>Diverse</td>
<td>MLR</td>
<td>178</td>
<td>0.937</td>
<td>24.0</td>
</tr>
<tr>
<td>Cherqaoui et al. [13]</td>
<td>Alkanes</td>
<td>ANN</td>
<td>150</td>
<td>0.956</td>
<td>8.1</td>
</tr>
<tr>
<td>Tu [14]</td>
<td>Hydrocarbons</td>
<td>MLR</td>
<td>307</td>
<td></td>
<td>7.4</td>
</tr>
<tr>
<td>Murugan et al. [15]</td>
<td>Pyridines and piperidines</td>
<td>MLR</td>
<td>141</td>
<td>0.831</td>
<td></td>
</tr>
<tr>
<td>Charton and Charton [16]</td>
<td>Diverse</td>
<td>MLR</td>
<td>366</td>
<td>0.919</td>
<td>17.9</td>
</tr>
<tr>
<td>Todeschini et al. [17]</td>
<td>Polycyclic aromatic hydrocarbons</td>
<td>MLR</td>
<td>79</td>
<td>0.895</td>
<td></td>
</tr>
<tr>
<td>Piazza et al. [18]</td>
<td>Halobenzenes</td>
<td>LR</td>
<td>25</td>
<td>0.870</td>
<td>21.0</td>
</tr>
<tr>
<td>Pogliani [19]</td>
<td>Alkanes</td>
<td>MLR</td>
<td>17</td>
<td>0.901</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>Caffeines</td>
<td>MLR</td>
<td>12</td>
<td>0.964</td>
<td>20.5</td>
</tr>
<tr>
<td>Pogliani [20]</td>
<td>Amines</td>
<td>MLR</td>
<td>17</td>
<td>0.895</td>
<td>13.6</td>
</tr>
<tr>
<td>Todeschini and Gramatica [21]</td>
<td>Polycyclic aromatic hydrocarbons</td>
<td>MLR</td>
<td>79</td>
<td>0.887</td>
<td>35.1</td>
</tr>
<tr>
<td>Todeschini and Gramatica [22]</td>
<td>Chlorobenzenes</td>
<td>MLR</td>
<td>13</td>
<td>0.934</td>
<td>18.1</td>
</tr>
<tr>
<td>Chiorboli et al. [23]</td>
<td>Halobenzenes and halotoluences</td>
<td>MLR</td>
<td>92</td>
<td>0.862</td>
<td>22.3</td>
</tr>
<tr>
<td>Pogliani [24]</td>
<td>Amino acids</td>
<td>MLR</td>
<td>20</td>
<td>0.760</td>
<td>22.5</td>
</tr>
<tr>
<td>Katritzky et al. [25]</td>
<td>Benzenes</td>
<td>MLR</td>
<td>443</td>
<td>0.837</td>
<td>30.2</td>
</tr>
<tr>
<td>Todeschini et al. [26]</td>
<td>Diverse</td>
<td>MLR</td>
<td>94</td>
<td>0.834</td>
<td>32.8</td>
</tr>
<tr>
<td>Gramatica et al. [27]</td>
<td>Polychlorinated biphenyls</td>
<td>MLR</td>
<td>82</td>
<td>0.820</td>
<td>21.3</td>
</tr>
<tr>
<td>Jain et al. [3]</td>
<td>Aromatics, non hydrogen-bonded</td>
<td>MLR</td>
<td>338</td>
<td></td>
<td>23.1</td>
</tr>
<tr>
<td>Pogliani [28]</td>
<td>Diverse</td>
<td>MLR</td>
<td>62</td>
<td>0.856</td>
<td>18.0</td>
</tr>
<tr>
<td>Pogliani [29]</td>
<td>Alkanes</td>
<td>MLR</td>
<td>17</td>
<td>0.693</td>
<td>20.0</td>
</tr>
<tr>
<td>Gironés et al. [30]</td>
<td>Alcohols</td>
<td>LR</td>
<td>15</td>
<td>0.947</td>
<td>14.9</td>
</tr>
<tr>
<td>Bergström et al. [31]</td>
<td>Drugs</td>
<td>PLS</td>
<td>277</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karthikeyan et al. [32]</td>
<td>Diverse</td>
<td>ANN</td>
<td>4173</td>
<td>0.661</td>
<td>37.6</td>
</tr>
<tr>
<td>Modarresi et al. [33]</td>
<td>Drugs</td>
<td>MLR</td>
<td>323</td>
<td>0.673</td>
<td>40.4</td>
</tr>
<tr>
<td></td>
<td>Drugs</td>
<td>GA</td>
<td>323</td>
<td>0.660</td>
<td>41.1</td>
</tr>
</tbody>
</table>

* MLR=multiple linear regression, LR=linear regression, PLS=partial least squares, GA=genetic algorithms, ANN=artificial neural network.

$^b$ Standard, root mean square error, or mean absolute error.

the number frequency of each group occurring in the molecule.

Alternatives to GCM’s have recently appeared. These other techniques of estimating $mp$ are based on molecular descriptors, which are not normally measurable. These QSPR parameters are usually obtained from on-line computation of the structure of the whole molecule using molecular mechanics or quantum mechanical methods. Thus, no tabulation of descriptor contributions is available in the literature even though the weighting factors for the descriptors are given. Estimates require access to the appropriate computer software to obtain the molecular structure and properties and then the macroscopic properties are estimated with the QSPR relations. It is common that different methods use different computer programs [4]. Table I lists selected works on QSPR applications to estimate $mp$ that have been published in the literature during recent years.

Artificial neural networks (ANN) are accepted as the most powerful nonlinear technique in QSPR application [34]. The neural network modeling in QSPR has been applied to most physicochemical properties, for which suitable experimental data can be found in the literature.

Taskinen and Yliruusi presented a complete list of properties that have been analyzed in the literature using different approaches of ANNs [35]. Properties such
as boiling point, critical temperature, critical pressure, vapor pressure, heat capacity, enthalpy of sublimation, heat of vaporization, density, surface tension, viscosity, thermal conductivity, and acentric factor were thoroughly reviewed. One notable exception according to these authors is the melting point [35]. To the best of the author’s knowledge there is no application for melting point prediction that includes a heterogeneous set of compounds, such as the one presented here, and certainly there is no publication on the prediction of this property for diverse substances using an ANN+QSPR method.

In this work, the melting point of organic compounds was estimated using a combined method that includes a backpropagation neural network and a quantitative structure-property relationships (QSPR) method. Eleven parameters that reflect the intermolecular forces and molecular symmetry, were calculated using molecular modeling and PM3 semi-empirical molecular orbital theories, and were given for modeling this relevance property.

II. THE NEURAL NETWORK

Neural networks (NN) are accepted as the most powerful nonlinear technique in QSAR and QSPR modeling [34], and many models of neural networks have been used in the estimation of thermodynamic properties with QSPR methods [36-38]. In this work a feed-forward backpropagation neural network was used, the type that is very effective to represent nonlinear relationships among variables. The network, programmed with the software MatLab, consists of a multilayer network in which the flow of information spreads forward through the layers while the propagation of the error flows backwards. In this process, the network uses some factors called “weights” (wij) to quantify the influence of each fact and of each variable. There are two main states in the operation of an ANN: the learning and the validation. The learning or training is the process in which an ANN modifies the weights in response to entered information.

The most basic architecture normally used for this type of application involves a neural network consisting of three layers [35]. The input layer contains one neuron (node) for each QSPR parameter. The output layer has one node generating the scaled estimated value of the mp. The number of hidden neurons needs to be sufficient to ensure that the information contained in the data utilized for training the network is adequately represented. There is no specific approach to determine the number of neurons for the hidden layer, so many alternative combinations are possible. The optimum number of neurons was determined by adding neurons in systematic form during the learning process. The ANN was trained by the Levenberg-Marquardt algorithm. In a previous work, Karelson et al. show that the Levenberg-Marquardt method was superior over the conjugate gradient and delta rule methods as regarding convergence and prediction for application of QSAR/QSPR modeling [39].

This ANN program considers the reading of the necessary data organized in an Excel file: melting point experimental data for 260 compounds are used to train the network. To distinguish between the different physical and chemical properties of the substances considered in this study, so the network can discriminate and learn in optimum form, the following properties are considered QSPR parameters that reflect the intermolecular forces and molecular symmetry.

The steps to calculate the output parameter, using the input parameters, are the following ones.

The net inputs are calculated (N) for the hidden neurons coming from the input neurons. For a hidden neuron:

\[ N_j^h = \sum_i w_{ij}^h p_i + b_j^h \]  

where the \( p \) corresponds to the vector of the inputs of the training, \( j \) is the hidden neuron, \( w_{ij} \) is the weight of the connection among the input neurons with the hidden layer, and the term \( b_j \) corresponds to the bias of the neuron \( j \) of the hidden layer, reached in its activation. Starting from these inputs the outputs are calculated \( (y) \) of the hidden neurons, using a transfer function \( f^h \) associated with the neurons of this layer.

\[ y_j^h = f^h \left( \sum_i w_{ij}^h p_i + b_j^h \right) \]

Similar calculations are carried out to obtain the results of each neuron of the following layers until the output layer.

To minimize the error the transfer function \( f \) should be differentiable. In the ANN two types of transfer function were used.

The hyperbolic tangent function (tansig) in the hidden layer, defined by the equation:

\[ f(N_{jk}) = \frac{e^{N_{jk}} - e^{-N_{jk}}}{e^{N_{jk}} + e^{-N_{jk}}} \]

and the linear function (purelin) in the output layer, defined as:

\[ f(N_{jk}) = (N_{jk}) \]

All the neurons of the ANN have an associate activation value for a given input pattern, the algorithm continues finding the error that is presented for each neuron, except those of the input layer. After finding the value of the gradient of the error the weights of network are actualized, for all layers:

\[ w_{kj} (t+1) = w_{kj}(t) - 2\alpha \delta_k^o \]  

\[ b_k (t+1) = b_k(t) - 2\alpha \delta_k^o \]  

\[ w_{ji} (t+1) = w_{ji}(t) - 2\alpha \delta_j^h p_i \]
\[ b_j (t + 1) = b_j (t) - 2\alpha \delta_j \]  

This process repeats for the total number of patterns used for training. For a successful process the objective of the algorithm is to adapt all of the weights and biases of the ANN minimizing the total mean squared error.

\[
E_p^2 = \frac{1}{2} \sum_k \delta_k^2 
\]

\[
E^2 = \frac{1}{2} \sum_{p=1} \left(E_p\right)^2
\]

Figure 1 presents a block diagram of the program developed and written in MatLab M-file.

A. Data used and training

In this work, 260 experimental data of \(mp\) were used to train the ANN, introduced as entrance parameters that reflect the intermolecular forces and molecular symmetry. The output parameter was \(mp\). Several molecular descriptors for each compound were determined from knowledge of the chemical structure, and used for discriminating among the different substances. Descriptors are defined as numerical characteristics associated with chemical structures. These are derived proceeding from the chemical constitution, topology, geometry, wave function, potential energy surface, or some combination of these items for a given chemical structure.

Molecular topological descriptors, generated using molecular modeling, included valence molecular connectivity indices \(m\chi_v\), Wiener index \(W\), Balaban’s \(J\) index and the Kappa shape indices \(m\kappa\).

Quantum chemical descriptors, derived from the PM3 semi-empirical molecular orbital theory were also calculated; these included average molecular polarizability, dipole moment, ionization potential, molecular orbital levels, molecular weight, moment of inertia, heat of formation, total energy, electronic energy, nuclear-nuclear energy, and energy components partitioned into the individual one-center and two-center terms.

The next step with the data sets was to determine a reduced set of parameters that provide the effective model. The selection of the optimal set of input parameters was carried out based on a heuristic method of analysis. This heuristic method for descriptor selection proceeds with a pre-selection of descriptors by sequentially eliminating descriptors that do not match any of the following criteria: (i) Fisher \(F\)-criteria greater than 1.0; (ii) \(R^2\) value less than a value defined at the start; (iii) Student’s \(t\)-criterion less than a defined value; (iv) duplicate descriptors having a higher squared intercorrelation coefficient than a predetermined level (retaining the descriptor with higher \(R^2\) with reference to the property). The descriptors that remain are then listed in decreasing order of correlation coefficients when used in global search for 2-parameter correlations. Each significant 2-parameter correlation by \(F\)-criteria is recursively expanded to an \(n\)-parameter correlation till the normalized \(F\)-criteria remains greater than the startup value. The best \(N\) correlations by \(R^2\), as well as by \(F\)-criterion, are saved. With this heuristic method, elimination of ill-defined, inter-correlated and poorly correlated descriptors led to a set of eleven QSPR descriptors [40].

The final set of 11 input parameters that includes:
molecular weight \((M)\)[41], dipole moment as sum of both point charge \(\mu\) [42], average molecular polarizability \(\alpha\) [42,43], resonance energy \(E_R\) [44], exchange energy \(E_{\text{exc}}\) [44], electron-nuclear attraction \(E_{\text{en}}\) [44], nuclear-nuclear repulsion \(E_{\text{nn}}\) [44], and first-, second-, third-and fourth-order valence connectivity indices \(1^\varphi, 2^\varphi, 3^\varphi, 4^\varphi\) [45,46]. (The values of the parameters and \(mp\) for all substances considered in the study can be seen the supporting information). The definition for these descriptors is given in Eq.(12)-Eq.(20).

\[
M = \sum_i m_i \tag{12}
\]

\(m_i\) is atomic weights of constituent atoms of a molecule.

\[
\mu = -\sum_{i=1}^{\text{occ}} \int \phi_i \hat{r} \phi_i \, dv + \sum_{a=1}^{M} Z_a \vec{R}_a \tag{13}
\]

\(\phi_i\) are molecular orbitals, \(\hat{r}\) is electron position operator, \(Z_a\) is \(a\)-th atomic nuclear charge, \(\vec{R}_a\) is position vector of \(a\)-th atomic nucleus.

\[
\mu' = \mu + \alpha E + \frac{1}{2} \beta E^2 + ... \tag{14}
\]

\(\alpha\) is molecular polarizability, \(\mu\) is permanent dipole moment of the molecule, \(\mu'\) is induced dipole moment of the molecule, \(E\) is external electric field.

\[
E_R(AB) = \sum_{\mu \in A \nu \in B} P_{\mu \nu} \beta_{\mu \nu} \tag{15}
\]

\(A\) and \(B\) are atomic species, \(P_{\mu \nu}\) is density matrix elements over atomic basis \(\{\mu, \nu\}\), \(\beta_{\mu \nu}\) resonance integrals on atomic basis \(\{\mu, \nu\}\).

\[
E_{\text{exc}}(AB) = \sum_{\mu,\nu \in A} \sum_{\lambda,\sigma \in B} P_{\mu \lambda} P_{\nu \sigma} \left(\mu \lambda | \nu \sigma\right) \tag{16}
\]

\(P_{\mu \lambda}\) and \(P_{\nu \sigma}\) are density matrix elements over atomic basis \(\{\mu, \nu, \lambda, \sigma\}\), \(\left(\mu \lambda | \nu \sigma\right)\) are electron repulsion integrals on atomic basis \(\{\mu, \lambda, \nu, \sigma\}\).

\[
E_{\text{en}}(A) = \sum_{A} E_{\text{en}}(A) \tag{17}
\]

\(E_{\text{en}}(A)\) is electron-nuclear attraction energy for atom \(A\).

\[
E_{\text{nn}}(A) = \sum_{A} E_{\text{nn}}(A) \tag{18}
\]

\(E_{\text{nn}}(A)\) is nuclear-nuclear repulsion energy for atom \(A\).

\[
m^\varphi = \prod_{i=1}^{N_v} \prod_{k=1}^{m+1} \left(\frac{1}{\delta_k}\right)^{1/2} \tag{19}
\]

\[
\delta_k^v = \frac{(Z_k^v - H_k)}{(Z_k - Z_k^v - 1)} \tag{20}
\]

\(\delta_k^v\) is valence connectivity for the \(k\)-th atom in the molecular graph, \(Z_k\) is the total number of electrons in the \(k\)-th atom, \(Z_k^v\) is the number of valence electrons in the \(k\)-th atom, \(H_k\) is the number of hydrogen atoms directly attached to the \(k\)-th non-hydrogen atom, \(m=1, 2, 3, \) and \(4\) are atomic valence connectivity indices.

The experimental data of \(mp\) was taken from the DIPPR data base [47]. In this work, \(mp\) covered a wide range: 85 K to 531 K for organic compounds. In addition to that, the substances included in the study have very different physical and chemical characteristics: from low molecular weight substances such as ethene \((M=28)\) to high molecular weight substances such as 1,1,2,2-tetrabromoethane \((M=346)\); or from non-polar substances \((\mu=0)\) such as benzene and naphthalene, to highly polar substances such as 2-chloro-1-nitrobenzene \((\mu=5.4)\). Thus, the problem is not straightforward and most probably is one of the reasons why the melting point has not been treated previously using neural network as proposed in this work.

Once the training was successfully done and the optimum network architecture was determined, input data (11 QSPR parameters) of 73 compounds not used in the training process were fed to the ANN and the melting point was predicted. Several network architectures were tested to select the most accurate scheme. Since no additional information about the recommended number of neurons has been found for the calculation of properties for any type of substances, the optimum number of neurons was determined by trial and error. Figure 2 shows the average absolute deviation found in correlating the melting point of all compounds as a function of the number of neurons in the hidden layer. As observed in the figure, the optimum number of neurons in the hidden layer is between 9 and 12. The network that gave the lowest deviation during training was one with 11 parameters in the input layer, 11 neurons in the hidden layer, and one neuron in the output layer. For this architecture the average deviation during training...
TABLE II Overall minimum, maximum, and average deviations for the calculated melting point for all compounds using the backpropagation artificial neural network model.

<table>
<thead>
<tr>
<th>ANN model</th>
<th>Training set</th>
<th>Prediction set</th>
<th>Total set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N^\circ$ substances</td>
<td>260</td>
<td>73</td>
<td>333</td>
</tr>
<tr>
<td>$%\Delta mp_{\min}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$%\Delta mp_{\max}$</td>
<td>19.3</td>
<td>-19.0</td>
<td>19.3</td>
</tr>
<tr>
<td>$%\Delta mp$</td>
<td>0.4</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>$</td>
<td>%\Delta mp</td>
<td>$</td>
<td>5.2</td>
</tr>
<tr>
<td>$N^\circ</td>
<td></td>
<td>%\Delta mp</td>
<td>&lt;10$</td>
</tr>
<tr>
<td>$N^\circ</td>
<td></td>
<td>%\Delta mp</td>
<td>&gt;10$</td>
</tr>
</tbody>
</table>

is 5.2% and during prediction is 4.8%.

The accuracy of the chosen final network was checked using the average relative deviation $\%\Delta mp$ and average absolute deviation $|\%\Delta mp|$ between the calculated value of melting point after training and the data from the literature. The deviations were calculated as:

$$\%\Delta mp = \frac{100}{N} \sum_{i=1}^{N} \frac{(m_{\text{calc}} - m_{\text{exp}})}{m_{\text{exp}}}$$

$$|\%\Delta mp| = \frac{100}{N} \sum_{i=1}^{N} \left| \frac{m_{\text{calc}} - m_{\text{exp}}}{m_{\text{exp}}} \right|$$

III. RESULTS AND DISCUSSION

Table II shows the overall minimum, maximum, and average deviations for all the substances using the proposed network 11-11-1. The results show that the ANN can be accurately trained and that the chosen architecture can estimate the melting point of organic compounds with enough accuracy. It gives lower deviations than any other model yet available in the literature: absolute average deviations less than 5.2% for the 260 compounds used in the training and absolute average deviations of less than 4.8% for the 73 compounds in the prediction step. For all substances (333 organic compounds) the deviations are below 20% and for 295 compounds of the total set the deviations are below 10%.

Once the best architecture was determined, the optimum weights required to carry out the estimate of melting point of organic compounds, were obtained. Table III shows the optimum weight and bias for the ANN 11-11-1.

Figure 3 shows a comparison between experimental (solid line) and calculated (circles) values of melting point. (a) During training and (b) during prediction. Predicted and literature values of $mp$. In this case, the correlation coefficient $R^2$ is 0.9847 and $m$ (also expected to be 1.0) is 0.9718. For the total set: $R^2$ is 0.9703 and $m$ is 0.9707.

Most published QSPPs relating $mp$ to chemical structure are confined to limited and/or small sets of hydrocarbons, substituted aromatics, aldehydes, amines, and ketones [48]. In the literature there are very few works with data sets for diverse substances, because then $mp$ is more difficult to predict [49]. In this work the heterogeneous set of compounds includes: aromatic and aliphatic hydrocarbons, halogens, polychlorinated biphenyls, mercaptans, sulfides, amines, pyridines, alcohols, carboxylic acids, aldehydes, amines, ketones, and esters.

Table IV shows a comparison between some methods proposed in the literature for prediction of $mp$ for diverse compounds and the ANN+QSPR method proposed in this work (this comparison considers only similar data sets). Charton and Charton [12-16], Todeschini et al. [26], and Pogliani [28], predicted $mp$ with root mean square error (RMSE) higher than 10 K (17.9 K to 32.8 K), and the predictions with the proposed network show RMSE little higher than 10 K (11.5 K). The low deviations found with the proposed method can estimate the $mp$ with better accuracy than other methods. These results represent a tremendous increase in accuracy for predicting this important property and show that not only the use of the optimum network architecture is crucial, but also the appropriate selection of the
TABLE III Optimum weight and bias for ANN 11-11-1.

<table>
<thead>
<tr>
<th>$w_{ij}$</th>
<th>$M$</th>
<th>$\mu$</th>
<th>$\alpha$</th>
<th>$E_R$</th>
<th>$E_{exc}$</th>
<th>$E_{ne}$</th>
<th>$E_{nn}$</th>
<th>$1\chi^v$</th>
<th>$2\chi^v$</th>
<th>$3\chi^v$</th>
<th>$4\chi^v$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>$w_{jk}$</td>
<td>0.6880</td>
<td>−1.0580</td>
<td>16.098</td>
<td>−12.393</td>
<td>22.415</td>
<td>32.953</td>
<td>−8.4204</td>
<td>1.1599</td>
<td>1.2804</td>
<td>−0.366</td>
<td>1.0159</td>
<td></td>
</tr>
<tr>
<td>$b_j$</td>
<td>20.200</td>
<td>−44.233</td>
<td>0.0807</td>
<td>−44.6350</td>
<td>20.403</td>
<td>0.8399</td>
<td>−1.4607</td>
<td>−24.170</td>
<td>−0.3431</td>
<td>24.366</td>
<td>−0.3927</td>
<td>0.2372</td>
</tr>
</tbody>
</table>

An important observation that must be mentioned is the influence of the variables as: the molecular weight $M$ (size) and the dipole moment $\mu$ (polarity and symmetry), for distinguishing between the different physical and chemical properties of the substances considered in this study. Also, the molecular connectivity indices, which provide the network of important information for obtain a best correlation and prediction. Katrizky and Gordeeva proposed that the use of molecular connectivity indices provides the best correlations in QSPR applications [11]. This shows that the eleven QSPR parameters used were optimum to reflect the intermolecular forces and molecular symmetry that influence the melting point. Using other QSPR parameters as the independent variables does not produce the low deviation that was reached using the proposed scheme.

IV. CONCLUSION

This work presents a combined method that includes ANN+QSPR method for the correlation and prediction of melting points of organic compounds. Using molecular modeling and PM3 semi-empirical molecular orbital theories, twelve QSPR parameters were calculated for modeling this property: molecular weight ($M$), dipole moment ($\mu$), average molecular polarizability ($\alpha$), resonance energy ($E_{ne}$), exchange energy ($E_{exc}$), electron-nuclear attraction ($E_{nn}$), nuclear-nuclear repulsion ($E_{nn}$), and the first-, second-, third- and fourth-order valence connectivity indices ($1\chi^v$, $2\chi^v$, $3\chi^v$, $4\chi^v$).

Based on the results and discussion presented in this study, the following main conclusions are obtained: (i) The great differences in structure chemical and physical properties of the organic compounds considered in the study impose additional difficulties on the problem that the proposed ANN has been able to handle; (ii) The results show that the ANN can be properly trained and that the chosen architecture (11-11-1) can estimate the melting point of organic compounds with low deviations. The consistency of the method was checked using experimental values of melting point of organic compounds and comparing them with the calculated values of the ANN; (iii) The eleven used QSPR parameters were optimum to reflect the intermolecular forces and molecular symmetry. These results add to the growing support for the use of ANNs in QSPR studies; and (iv) The values calculated with the proposed method are believed to be accurate enough for engineering calculations, for generalized correlations, and for equation of state methods, among other uses.
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