Response Ability to External Signal Enhanced by Biological Spatial Configuration in Coupled Hindmarsh-Rose Neural System
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The effect of realistic topology configuration of intercellular connections on the response ability in coupled cell system is numerically investigated by using the Hindmarsh-Rose model. For the proper coupling intensity, we set the control parameter to be near the critical value, and the external stimulus is introduced to the first cell in coupled system. It is found that, on one hand, when the cells are coupled with some proper topological structures, the external stimulus could transmit through the system, and shows better response ability and higher sensitivity. On the other hand, the influence of topological configuration on the synchronous ability and selection effect of neural system are also discussed. Our results display that the topology of coupled system may play an important role in the process of signal propagation, which could help us to understand the coordinated performance of cells in tissue.
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I. INTRODUCTION

Recently, more and more attention has been focused on the dynamic processes in complex networks because of their importance in explicitly mimicking highly complex structure of many realistic systems, especially in biological neural networks [1−7]. Some researchers reported that the dynamical behavior of the neuron is quite complex, which exhibits sub-threshold periodic, chaotic responses, chaotic firing of spikes, as well as mode-locked firing. These complex behaviors can be controlled by adjusting different configuration parameters under a periodic stimulation [8]. Furthermore, people found the effects of external period force and noise on the controlled system, and the complexity of system can be suppressed by the slaving principle [9]. These results imply the stimuli from the internal or external environment of neuron system, may play an important role in controlling its collective activities. In recent years, some researchers found the system size and coupling strength also play a vital role in FitzHugh-Nagumo neural network [10]. By controlling bifurcation parameters in the networks of Hodgkin-Huxley or Hindmarsh-Rose (HR) neurons, the transition behavior from spiral wave to other state can be induced [11, 12].

Nowadays, the frontier of the research interest has focused on two kinds of collective behaviors in coupled complex systems. On one hand, the influences of the network topology on dynamical behaviors are investigated, especially the nervous system’s dynamic features [13−15]. For example, the spiking oscillations show the best regularity at optimal network topology randomness [15]. The introduction of small-world connections can change the second-order phase transition into a first-order one in the 2D Ising model [16]. On the other hand, how was collective dynamics of a system controlled by adjusting the parameters or introducing external stimuli. Some fascinating and important research showed the effect of system size on the dynamics behavior of system [17−19]. Time delays in a network of the HR model can induce phase-flip transitions leading to synchrony or out of synchrony [20, 21].

In the models mentioned above, the biological realistic cellular topology of the neural system was not considered. However, in actual tissue, even in small areas, its topological structure is significantly complicated [22−24]. It was found that the topology of intercellular connections in tissue has an essential influence on calcium ions signaling [25]. The geometrical factors may play a crucial role in both intra and intercellular calcium ions signaling [26]. An interesting problem is whether the spatial topology is closely related with the periodic bursting behaviors in the response dynamics of the neural system or not. And how does this topology control the efficiency of signal processing in neuronal system? Thus, in this work, by using the HR model as the units, and constructing a 2D regular lattice with the nearest connections, we mainly investigate the effect of spatial topology on the signal propagation behavior of HR coupled system.

Our results really show that in a proper coupling strength region, we can observe the state-to-state tran-
sition (SST) behaviors between different states, the stimulus intensity and the delay time needed by SST behavior are different in all possible configurations.

II. MODEL

The paradigmatic model used here is first proposed by Hindmarsh and Rose in 1985 [27]. It is originally introduced to describe the firing behavior of neurons, and qualitatively explain the bursting type with inter spike intervals of real neurons. In this work, we consider the dynamics of a system of $N$ ($N=4$) coupled HR neurons, in which local coupling may correspond to the diffusion process between the nearest-neighbours, and the long-range connections to the electrical synaptic connections among non-neighbouring cells. The dynamics of an isolated HR neuron are described by three-variable differential equations as the following (for a single cell $i=1$ and $\gamma=0.0$).

$$
\dot{x}_i = y_i - ax_i^3 + bx_i^2 - z_i + I_{\text{ext}} + \frac{\gamma}{N} \sum_{j=1}^{N} C_{ij}(x_j - x_i)
$$

$$
\dot{y}_i = c - dx_i^2 - y_i
$$

$$
\dot{z}_i = r [s(x_i - X_0) - z_i]
$$

where $x_i$ is the membrane potential, $y_i$ is a recovery variable, and $z_i$ is a slow adaptation current for the $i$th neuron. The constants $a$, $b$, $c$, $d$, $r$, $s$, and $X_0$ are set as $a=1.0$, $b=3.0$, $c=1.0$, $d=5.0$, $s=4.0$, $r=0.006$, and $X_0=-1.56$, respectively. The last term in Eq.(1) denotes the coupling term for the complex neurons. $\gamma$ is the coupling strength, and the indices $i$, $j$ denote the cell number, $C_{ij}$ is the coupling parameter between the two neurons $i$ and $j$. If these two neurons are coupled to each other, $C_{ij}=1$, otherwise, $C_{ij}=0$. In this work, we consider the case of four coupled HR neurons, in which there are ten possible different configurations $A-J$ [23] (see Fig.1), and all possible plane configurations can be distinguished with different combination of $C_{ij}$.

It is well known, the bifurcation characteristic and the complex vibration modes of HR neurons are closely related to the variable $I_{\text{ext}}$, so it is used as one of the control parameters to generate various firing patterns of neural network. The time series of the variable $x(t)$ is a spike train which can display the most important coded information in neural systems.

The bifurcation property of a single neuron can be obtained by calculating the inter spike intervals of neuronal firing, in which a spike pulse in the $x(t)$ variable is defined when the $i$th cell is excited so that $x(t)$ exceeds a given threshold value $x_0$ (note that a spike occurs when the state variable $x(t)$ is near $x=1.2$, so the excited threshold value $x_0=1.0$). One can notice that from the bifurcation diagram, the complex firing activity of neuron provides a rather rich dynamical behaviors including periodic bursting state and chaotic motions [28].

In the following sections, it is reasonable and feasible to study the effects of topology connectivity on the dynamical behaviors by using the HR model. Numerical integrations of Eq.(1) are carried out using the fourth-order Runge-Kutta scheme with time step of $dt=0.001$. To obtain each numerical result, those beginning data of simulation are discarded and $10^6$ time steps are used.

III. RESULTS AND DISCUSSION

To investigate the effects of topological configurations on the dynamics of neural firing patterns in the 4-neuron coupling system mentioned above, and show the SST behavior, under the condition of proper coupling strength, we adjust the system parameter as the following scheme: change topological configuration for different critical current $I_{\text{ext}}$, which locals in the right-hand side for each bifurcation point [28]. To quantify the SST effects induced by external stimulus, the time series of output signal was analyzed and the values of the inter spike intervals versus the external current $I_{\text{ext}}$ are obtained.

A. Response ability to external weak signal enhanced by topology

Firstly, we consider the case that only the cell 1 is stimulated by external current, and discuss which type of configuration is more advantageous to the signal response in coupled system. To do this, we fix the coupling strength $\gamma=0.07$, and select one type of configurations (such as type H), then set the external current as $I_{\text{ext}}=1.20$, the neural system may keep in the 1-period
state. One can find, with the increasing of $I_{\text{ext}}$, the external stimulus information could be propagated along this coupled chain, and all cells could turn into 2-period state successively, indicating the phenomenon of SST occurs under this condition. Similar synchronous SST behavior could be seen for other configurations. Of course, the critical values $I_{\text{ext}}$ of the four cells for SST are different under the condition of certain coupling strength, so we select the critical current value of the cell which induces the system to enter the transition state as the critical standard.

To describe the response ability of the system to the external feeble signal enhanced by proper configuration, we introduce the synchronous error $e$ of critical value by the following formula:

$$I = \frac{1}{N} \sum_{i=1}^{N} I_{i,c}, \quad i = 1, 2, \cdots, N \quad (4)$$

$$e = \frac{1}{N} \sum_{i=1}^{N} (I_{i,c} - I)^2 \quad (5)$$

where $I_{i,c}$ is critical values of $I_{\text{ext}}$, $e$ can provide an indication of firing patterns transition dynamics in neural system. The smaller the current value of $I$ is, the more easily the state transition occurs, also, the smaller $e$ implies the better effect of the synchronous transition between two states.

The critical current values $I_{i,c}$ and synchronous error $e$ as functions of the different coupling strength for different configuration types are depicted in Fig.2. In Fig.2 (a) and (b) we could find with the increment of $\gamma$, the critical values of $I$ and synchronous error $e$ reduce continuously for a certain type of configuration. Of course, the values of types A and B are larger than others indicating the coupled system could not transit to the 2-period state easily in these configurations. This means the 1D chain configuration is not suitable for the transition behavior. On the contrary, if cells are coupled to C, D, and J configurations, the system could jump to the 2-periodic state very easily than those in A and B (Fig.2(c)). Above results imply that the HR system may enhance its response ability to external stimulus through the mode of SST, by using proper spatial topology configuration and adjusting its parameter.

**B. Response time of SST behavior shorten by topology**

To study the effects of spatial configuration on the SST behavior in coupled noisy system, so we introduce an external noise in Eq.(1), i.e.:

$$\dot{x}_i = y_i - ax_i^3 + bx_i^2 - z_i + I_{\text{ext}} +$$

$$\xi(t) + \frac{\gamma}{N} \sum_{j=1}^{N} C_{ij}(x_j - x_i) \quad (6)$$

where $\xi(t)$ is Gaussian white noise with $\langle \xi(t) \rangle = 0$, $\langle \xi(t)\xi(t') \rangle = D^2 \delta(t-t')$, $D$ is the noise intensity. To discuss the transition between 1-period and 2-period states, we select the typical configurations B and D as the examples, and fix $\gamma=0.07$, $I_{\text{ext}}=1.20$. Here, the external noise intensity is an adjustable parameter, other parameters are the same as the above, i.e. $a=1.0$, $b=3.0$, $c=1.0$, $d=5.0$, $s=4.0$, $r=0.006$, $X_0=-1.56$. One can find that, when noise is introduced, and its intensity is set to be $D=0.1$, the system may transit to the 2-period state. We also found the SST happen quickly in cells 2 and 3 when the noise is switched on the cell 1, while cell 4 reach the same state only after a period of time, indicating there is a certain time delay in the propagation of the stimulus along the coupling system, and this time delay depends on noise intensity. Similar phenomenon can also be found in other 9 configurations. We can define this time delay $\tau_{ij}$ as the time interval among which the SST first appears in first cell and then transmits to the cell $j$ (see Fig.3(a)). The mean value of time delay $\langle \tau \rangle$ among cells in coupled system reads
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FIG. 2 Critical current values $I_{i,c}$ and synchronous error $e$ for all configurations as a function of different values of coupling strength $\gamma$ for ten configuration types (A–J), when neural systems turn into 2-period state from 1-period state. (a) and (b) type H, (c) all types. $a=1.0$, $b=3.0$, $c=1.0$, $d=5.0$, $s=4.0$, $r=0.006$, $X_0=-1.56$. ©2016 Chinese Physical Society
by the following:
\[ \tau_{i,j} = t_j - t_i, \quad j = 2, 3, 4 \]  
\[ \langle \tau \rangle = \frac{1}{N-1} \sum_{j=2}^{N} \tau_{1,j} \]  

The mean delay time \( \langle \tau \rangle \) as a function of noise intensity for different configurations are depicted in Fig.3(b). From this figure, one can find that, for each configuration, the delay time decreases with increment of noise intensity, which means that the signal transmission processing could be accelerated by adjusting the noise intensity.

We also find that the mean value of delay times \( \langle \tau \rangle \) is different for ten configurations with the same noise intensity. For example, the mean delay time in configuration A is larger than that in the type D, and especially, with increment of noise intensity the mean delay time \( \langle \tau \rangle \) in the type D decreases very faster than that in other types. These results may indicate that in configuration D, the system is more advantageous to improve the response speed and response ability.

After further study, we found that, the delay time not only depends on noise intensity, but also depends on the connection distance (CD, between the stimulated cell and a given cell). For example, in configuration A, the CD between cell 2 and cell 1 is 1, while between cell 3 and cell 1 is 2. The CD between the cell 1 and the another cells in all configurations are listed in Table I. These data may provide us some useful clues to analyze the SST behavior. Obviously, in configuration D and G, the average distance is the shortest, while in configuration A the CD is longest, this difference may be the reason for that the D and G configurations are more suitable for the transmission of information than others.

C. The topology influence on selection effect of system

In this work, we have also discussed the selection effect of the topology to the external signal, the corresponding dynamic equations are as follows:
\[ \dot{x}_i = y_i - ax_i^3 + bx_i^2 - z_i + I_{\text{ext}} + A \sin(2\pi ft) + \frac{1}{N} \sum_{j=1}^{N} C_{ij}(x_j - x_i) \]  

where \( A \) is the critical value of amplitude. According to the same scheme used for adjusting noise mentioned above, we first set the system to be in the 1-period state, then select the amplitude or frequency as control parameters, respectively. The distribution of inter spike intervals versus the amplitude \( A \) for a constant frequency \( (f=0.001) \) is depicted in Fig.4. It is found that, in configuration H, cell 1 is in 1-period state if \( A < 0.003 \), while if \( A \) increases to 0.003, 2-period state appears, indicating the SST occurs. But in the other three cells, the critical value of \( A \) is different when the SST occurs: in cells 2, cell 3, and cell 4, \( A = 0.152, 0.154, \) and 0.14, respectively. Thus, to make the whole system appear SST behavior, the amplitude should be set to the maximum critical value, i.e., \( A = 0.154 \).

TABLE I Average distance in different topological configurations.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>CD(1-2)</th>
<th>CD(1-3)</th>
<th>CD(1-4)</th>
<th>Average CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>6/3</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4/3</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4/3</td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3/3</td>
</tr>
<tr>
<td>E</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5/3</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4/3</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3/3</td>
</tr>
<tr>
<td>H</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3/3</td>
</tr>
<tr>
<td>I</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5/3</td>
</tr>
<tr>
<td>J</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4/3</td>
</tr>
</tbody>
</table>

Note: CD is the connection distance between the stimulated cell and a given cell.
Similar results are also observed when we adjust the frequency, and the critical values of amplitude (or frequency) of each configuration for different frequency (or amplitude) of the external signal are depicted in Fig.4.

In Fig.4(a), it is observed that in some proper configurations (such as in C, D, and J), with the increment of $f$, the periodic motion in the cell 1 could transmit easily from 1-period to 2-period, indicating that SST occurs. These results suggest that some proper types of configuration (such as C and J) can enhance effectively the sensitivity of the HR system to the weak signal, implying the selection effect of topology.

We now consider some interesting configurations of four cells in detail. In configuration E and I, the disposition of cell 1, cell 3 and cell 4 is symmetrical relative to cell 2 (Fig.1 E and I), and the average connection distance of coupled cell system is the same (see Table I), but the system shows different selection effect on the external signal and this difference is also manifested in weaker response in cell 3 and cell 4 in configuration E, as compared with configuration I (see Fig.4 (a) and (b)). The topological difference between configurations E and I consists in the presence (E) and absence (I) of a connection between cell 3 and cell 4. This is connected with the fact that cell 3 in configuration E exchanges external signal with cell 4 in addition to cell 2, whereas there is no such exchange in configuration I. That additional exchange decreases the value of $A$ and $f$ in cell 3 and cell 4 when the SST occurs in configuration E.

This interesting phenomenon also takes place in other configurations. Such as in configuration G and H, the disposition of cell 2, cell 3, and cell 4 is symmetrical relative to cell 1 (Fig.1 G and H), and the average connection distance of coupled cell system is the same (see Table I), but there is an additional connection between cell 3 and cell 4 in configuration G. Obviously, this additional connection makes the system show different selection effect and decreases the time delay among four cells (see Fig.3). In other words, additional connection can improve the response speed and ability of coupled cells system.

IV. CONCLUSION

We have investigated the effects of topological structures of system on the response ability to external stimulus signal in coupled HR neural system. It is found, when the controlling parameters such as the external current intensity or noise intensity are adjusted to be the critical values, and when the system is coupled to some proper configurations, SST phenomenon could appear in coupled system. This result may suggest that the neural system could improve its response ability and sensitivity to external stimulus signal by choosing suitable configuration.

We hope our results could provide some interesting information for understanding the properties of collective response behavior and mechanisms of information processing in coupled real neurobiological systems. Note that we only consider two dimensional configurations of four cells in this work. It would be interesting to consider the role of topological structure in more cells coupled system and three dimensional tissues, which is a subject of our future research.
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