An Exact Propagator for Solving the Triatomic Reactive Schrödinger Equation
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The exact short time propagator, in a form similar to the Crank-Nicholson method but in the spirit of spectrally transformed Hamiltonian, was proposed to solve the triatomic reactive time-dependent Schrödinger equation. This new propagator is exact and unconditionally convergent for calculating reactive scattering processes with large time step sizes. In order to improve the computational efficiency, the spectral difference method was applied. This resulted the Hamiltonian with elements confined in a narrow diagonal band. In contrast to our previous theoretical work, the discrete variable representation was applied and resulted in full Hamiltonian matrix. As examples, the collision energy-dependent probability of the triatomic H+H₂ and O+O₂ reaction are calculated. The numerical results demonstrate that this new propagator is numerically accurate and capable of propagating the wave packet with large time steps. However, the efficiency and accuracy of this new propagator strongly depend on the mathematical method for solving the involved linear equations and the choice of preconditioner.
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I. INTRODUCTION

The application of time-dependent quantum wave packet (TDWP) method for studying reactive scattering processes becomes a more and more popular computational tool [1–5]. Usually the reactive scattering processes are simulated using the TDWP method following a similar procedure: starting with a well defined initial wave packet, then choose a suitable grid representation and an efficient time propagator to evolve the wavepacket. Finally, we are able to extract the scattering attributes from the evolving wave packet. Thus, we roughly have two aspects to improve the numerical efficiency of the TDWP method. One is to improve the numerical efficiency of grid points, and the other is to improve the numerical efficiency of the time propagator.

In the past decades, there have been much effort on developing an efficient grid representation method. Since the generalized discrete variable representation (DVR) [6] and fast Fourier transformation (FFT) [7] were introduced into the chemical dynamics field in the 1980s, many kinds of DVR methods based upon classical polynomials have been proposed for further improving the numerical efficiency [8–13]. With these advances, now accurate rovibrational eigenvalues of 12D molecular potential energy surface without any approximation can be found [14], and molecular reactive scattering dynamics can be simulated including nine degrees of freedom [4]. However, DVR methods essentially are spectral and global methods which are utilized with classical polynomials, thus they usually produce a full matrix for a single degree of freedom.

Different from the DVR method with full Hamiltonian matrix, the Hamiltonian matrix constructed by the local methods, such as the finite element and finite difference method [15], can generate banded matrices. At the same time, the potential energy retains the diagonal form. This can save much computational effort. However, low order finite element and finite difference method converge slowly with increasing grid points, unlike the exponential convergence of the DVR method and spectral method [16, 17]. The spectral elements [18–20] and the spectral difference [21–27] are put forward to improve the numerical efficiency. The spectral difference methods can be either realised by using the distributed approximating functional (DAF) approach [24–26] or through the classical higher order finite difference formula. The spectral difference method accomplished by the sum acceleration method based upon Sinc DVR method [21, 22, 28] essentially is the same as
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the classical higher order finite difference method. The spectral difference method improves the convergence of the grid points substantially, and eventually leads to spectrally exponentially convergence in some cases. At the same time, the Hamiltonian matrix keeps banded matrix with increasing orders, except that with increasing width of the band. As we will see in the following, the efficiency of the grid points is nearly the same as that of the grid points in DVR when the spectral difference method with order high enough is applied. Thus the computational effort for evaluating the action of the Hamiltonian operator on the wave function reduces much.

To evolve the wave function, the exponential evolution operator \( \langle e^{-iHt}/\hbar \rangle \) where \( \hat{H} \) is the Hamiltonian) must be approximated. In the past decades, there is much interest in investigating how to efficiently propagate the wave function but with high accuracy. The time propagation can be realized by expanding the exponential operator in terms of orthogonal polynomials such as Chebyshev polynomials [29] or Faber polynomials [30, 31], and so forth [28, 32–34]. Although the adaptation of orthogonal polynomials leads to a high accuracy, the required iteration numbers have a direct ratio with the complication of the system. An alternative and popular propagator is based on the split operator (SO) [35–38] algorithm. One of the interesting properties of the SO is that it conserves the norm of the wave packet, even when an unphysically large time step is used. As a result, the propagation is exceedingly stable. Currently, most reactive scattering reactions such as \( H+HBr \) [3], \( N+H_2 \) [39], \( O+O_2 \) [40] are calculated by the SO propagator.

Besides the above mentioned methods, there are some other popular propagators. In 1998, Gray and Balint-Kurti first introduced the Chebyshev real wave packet (CRWP) operator to deal with the reactive scattering calculation [41]. The interesting thing of the CRWP method is that only real arithmetic is carried out, which not only improves the numerical efficiency but also reduces memory requirements [42]. The intriguing aspect of the CRWP approach is that it uses the concept of the transformed Hamiltonian \( H \), in which the Hamiltonian \( H \) is modified by \( f(H) \), where the choice for \( f \) is a \( \arccos \) mapping [43]. In this way, the Chebyshev polynomials form a complete set and the propagation in the Chebyshev order \( (k) \) domain can be easily and accurately realized by the three-term Chebyshev recursion relation. Since its introduction, it has been used to study many reactive scattering problems, including \( Br+H_2 \) [44], \( O+O_2 \) [5], \( F+HCl \) [45] etc. The short-time iterative Lanczos method also has popular application where the spectral range of the Hamiltonian is large [46, 47]. Three-dimension reactive scattering processes, such as \( H+O_2 \) [48], \( F+H_2 \) [49] and \( O+HCl \) [50] reaction, have been studied by the short-time iterative Lanczos method. Sun et al. [51] have demonstrated that the second-order SO method is more efficient when the wavepacket is propagated on the flat potential energy surface (PES), while for the PES with a deep potential, the CRWP method can perform more efficient for the long-lived resonance states. However, for these reactions with deep wells to obtain fully converged scattering information, the CRWP method also requires a large number of iterations. Therefore, it is highly desirable to explore other propagation schemes in order to achieve a better efficiency on studying such complex formation reactions.

Based on the concept of spectrally transformed Hamiltonian, Chen-Guo introduced a new propagator in a form of the Crank-Nicholson method [52] for solving the vibrational state [53, 54]. The numerical examples revealed that this new short time propagator has machine round off accuracy, but with arbitrarily larger time step. In 2011, Sun and Yang moved a step forward by applying the spectrally transformed propagator in the form of the Crank-Nicolson method (named as SCN propagator hereafter) for solving the one-dimension quantum scattering process passing over a barrier [55]. The result revealed again that the SCN propagator is exact with machine accuracy and the most impressive thing is that it can propagate the wave packet with large time-step \( \Delta t=100 \) a.u. without losing accuracy, in contrast with the second-order SO propagator with time-step \( \Delta t=10 \) a.u. and the traditional CN propagator with time-step small as \( \Delta t=2 \) a.u. to obtain the results with error of about 1%. We note that due to the unconditional stability and unitary, especially the good ability for treating the presence of Coulomb singularity, the Crank-Nicholson method has been widely used for solving the electronic TDSE involving the Coulomb potential [55–57]. However, because of the lower efficiency of the lower order finite difference method and its large dispersive error, the CN propagator has not arisen much attention in the reactive scattering field.

In this work, the SCN propagator was applied to real triatomic reactive processes. In order to improve the numerical efficiency, the spectral difference method was adopted. At the same time, we applied a suitable preconditioner to accelerate the convergence for solving the linear equation arising for propagating the wave function with the SCN propagator. The reactive scattering reactions, \( H+H_2 \) and \( O+O_2 \), were taken as the numerical example for illustrating the properties of the SCN propagator.

II. THEORY

A. Hamiltonian and basis for triatomic reactive scattering

For the triatomic reactive scattering in the reactant coordinates in the body-fixed (BF) frame, the Hamiltonian for a given total angular momentum \( J \) can be
written as
\[
\hat{H} = -\frac{k^2}{2\mu_{R_n}} \frac{\partial^2}{\partial R_n^2} - \frac{k^2}{2\mu_{r_n}} \frac{\partial^2}{\partial r_n^2} + \left(\hat{J} - \hat{j}\right)^2 + \frac{\hat{j}^2}{2\mu_{r_n} r_n^2} + V
\]
(1)
where \(\hat{J}\) is the total angular momentum operator, \(\hat{j}\) is the rotational angular momentum operator of BC, \(\mu_{R_n}\) is the reduced mass between the center of mass of A and BC, and \(\mu_{r_n}\) is the reduced mass of BC. The Hamiltonian and wave packet are discretized in the same mixed discretized representation. For the two radial degrees of freedom (\(R\) and \(r\) direction), where DVR was adopted for switching between the DVR and finite basis representation for \(R\), and the Sinc DVR method was applied for \(r\) direction, the spectral difference method for radial degrees of freedom was used for representing the angular degree of freedom, where DVR was adopted for switching between the DVR and finite basis representation for evaluating the action of potential and rotational energy on the wave function, respectively.

The time-dependent wave packet in the BF frame can be expressed as [58]
\[
\Psi_{JM\ell}(\vec{R}_a, \vec{r}_a) = \sum_{K_a} D_{J\alpha M K_a}(\vec{\Omega}_a) \psi_\alpha(R_a, r_a, \theta^K_\alpha; K_a)
\]
(2)
where \(D_{J\alpha M K_a}(\vec{\Omega}_a)\) is the parity-adapted normalized rotation matrix, depending only on the Euler angles \(\vec{\Omega}_a\),
\[
D_{J\alpha M K_a}(\vec{\Omega}_a) = \frac{\sqrt{2J + 1}}{8\pi(1 + \delta_{K_a,0})} \left[D_{J\alpha M K_a}(\vec{\Omega}_a) + (-1)^{J+K_a} D_{J\alpha M -K_a}(\vec{\Omega}_a)\right]
\]
(3)
where \(\epsilon = (-1)^{l+1}\) is the parity of the system, with \(l\) is the orbital angular momentum quantum number, being \(K_a\) is the projection of the total angular momentum \(J\) on the BF \(z\) axis and \(D_{J\alpha M K_a}(\vec{\Omega}_a)\) is the Wigner rotation matrix. The wave function \(\psi_\alpha(R_a, r_a, \theta^K_\alpha; K_a)\) only depends on the internal coordinates \((R_a, r_a, \theta^K_\alpha)\) and \(K_a\), and can be expanded as
\[
\psi_\alpha(R_a, r_a, \theta^K_\alpha; K_a) = \sum_{n, m, j} \left\{ F_{K_a n m j} u_n(R_a) \phi_m(r_a) \cdot y_{jK_a}(\theta_\alpha) \right\}
\]
(4)
where \(n\) and \(m\) are the translational basis labels, \(u_n(R_a)\) and \(\phi_m(r_a)\) are the translational basis functions for \(R\) and \(r\) respectively, and \(y_{jK_a}\) are spherical harmonics. \(d_{K_a \ell}^{\ell}\) is a reduced Wigner rotational matrix [59] with \(K_a = 0\).

**B. Construction of the initial wave packet**

In a wave packet calculation, before its propagation, we first need to construct an initial wave packet. For a triatomic reaction scattering, the initial wave packet in space-fixed (SF) representation \((v_0, j_0, l_0)\) can be constructed simply as
\[
\psi_{JM\ell_0}(t = 0) = G(R_a) \phi_{v_0 j_0 l_0}(r_a) |JM\ell_0\rangle
\]
(5)
where \(|JM\ell_0\rangle\) is total angular momentum eigenfunction in the SF representation with parity of system \(\epsilon = (-1)^{K_0 + l_0}\), \(\phi_{v_0 j_0 l_0}(r_a)\) is the rovibrational eigenfunction for molecule BC, and \(G(R_a)\) is Gaussian wave packet
\[
G(R_a) = \left(\frac{2}{\pi\sigma^2}\right)^{1/4} \exp\left[-\frac{(R_a - R_a^c)^2}{\sigma} - ikc R_a\right]
\]
(6)

In order to propagate the wave packet in the BF representation, one should transform \(|JM\ell_0\rangle\) in Eq.(5) to its BF representation counterpart as [60]
\[
|JM\ell_0\rangle = \sum_{K_a \geq 0} C_{J\ell_0 K_a}^{J\ell_0} |JM\ell_0 K_a\rangle
\]
(7)
where \(C_{J\ell_0 K_a}^{J\ell_0}\) is the parity-adapted orthogonal transform matrix between the SF and BF representations [61–64] and given by
\[
C_{J\ell K}^{J\ell_0} = \sqrt{\frac{2l + 1}{2J + 1}} \sqrt{2 - \delta_{K,0}} (jKl_0|JK)
\]
(8)
where \((\cdot\cdot)\) is the Clebsch-Gordan coefficient.

**C. The spectral difference method for radial degrees of freedom**

The spectral difference method was realized by the weighted cardinal basis functions using the DAF method [27]:
\[
\chi_n(x, \Delta x, \sigma) = C_n(x, \Delta x) \omega_n(x, \sigma)
\]
(9)
with \(\omega_n(x, \sigma)\) defined as a Gaussian function form,
\[
\omega_n(x, \sigma) = e^{-(x-x_n)^2/2\sigma^2}
\]
(10)
and \(C_n(x, \Delta x)\) is a sinc function [65, 66],
\[
C_n(x, \Delta x) = \text{sinc}\left((x - x_n)/\Delta x\right)
\]
(11)

By decaying to zero, the weight Gaussian function \(\omega_n(x, \sigma)\) can make derivatives of \(\chi_n(x, \Delta x, \sigma)\) at \(x_m\) have no coupling with the grid point at \(x_n\) at far distance. The parameter \(\sigma\) controls the rate of decay. Wei et al. [26] have shown the \(\sigma\) should be chosen such that
points lying just beyond the bandwidth have a negligible contribution to the derivative. So by adjusting \( \sigma \) appropriately, we can just ignore the terms of the derivative outside the bandwidth. As the terms in the differential equation without derivatives can translate into diagonal matrices, we can get the sparser Hamiltonian matrix by the spectral difference method than by the DVR method. The Hamiltonian matrix can be obtained as follows:

\[
T_{m,n} = \delta_{m,n} |\omega_n(x,\sigma)|^2 + 2\Delta_{m-n}' |\omega_n'(x,\sigma)|^2 \tag{12}
\]

where \( |\omega_n(x,\Delta x)\rangle \) and \( |\omega_n'(x,\Delta x)\rangle \) is the first and second derivatives of the Gaussian weighted function respectively. And \( \Delta_{m-n}' \) and \( \Delta_{m-n}'' \) are the first and second derivatives of sinc function given by

\[
\Delta_{m-n}' = \begin{cases} 
0, & |m-n| = 0 \\
(-1)^{m-n+1} \frac{\Delta x}{|m-n|}, & |m-n| \neq 0
\end{cases} \tag{13}
\]

\[
\Delta_{m-n}'' = \begin{cases} 
-\frac{\pi^2}{3 \Delta x^2}, & |m-n| = 0 \\
\frac{2(-1)^{m-n+1}}{\Delta x^2 |m-n|^2}, & |m-n| \neq 0
\end{cases} \tag{14}
\]

It should be mentioned that the accuracy of the matrix depends on the width of the parameter \( \sigma \) in the Gaussian function when the width is not large enough. This is similar to the application of classical high order finite-difference method. When limited grid points are applied, higher order method would lead to results of higher accuracy before obtaining converged numerical results. The effects of different widths of \( \sigma \) on the numerical accuracy would be discussed in Section III.

D. Wave packet propagation using the SCN approach

The evolution of the wave packet under the time-independent Hamiltonian can be written as

\[
|\Psi(r, \Delta t)\rangle = \exp(-iH\Delta t) |\Psi(r, 0)\rangle \tag{15}
\]

Usually, the propagator \( \exp(-iH\Delta t) \) in a short-time form has low order accuracy. For example, in the traditional CN scheme, an approximate expression of the propagator is written as the following formula:

\[
\exp(-iH\Delta t) \approx \frac{1 - iH\Delta t/2}{1 + iH\Delta t/2} + O(\Delta t^3) \tag{16}
\]

This is unitary and of second order accuracy, so relative small time-step \( \Delta t \) has to be adopted because of its large dispersive error.

Given a spectrally transformed Hamiltonian \( H' \) which has the relationship with the original Hamiltonian \( H \) as

\[
H' = 2\arctan(\Delta tE/2)/\Delta t \tag{17}
\]

The spectrally transformed Hamiltonian \( H' \) has the same eigenfunctions \( |\varphi_n(r)\rangle \) with the original Hamiltonian \( H \) but with different eigenvalues. However, these eigenvalues \( E'_n \) have the one-to-one relationship with the original eigenvalues \( E_n \) with an analytic form:

\[
H |\varphi_n(r)\rangle = E_n |\varphi_n(r)\rangle \tag{18}
\]

\[
H' |\varphi_n'(r)\rangle = E'_n |\varphi'_n(r)\rangle \tag{19}
\]

\[
|\varphi'_n(r)\rangle = |\varphi_n(r)\rangle \tag{20}
\]

\[
E' = 2 \arctan(\Delta tE/2)/\Delta t \tag{21}
\]

For this new TDSE with above spectrally transformed Hamiltonian, we obtain a new propagator based on the Hamiltonian \( H' \) with the time-step size \( \Delta t \):

\[
\exp(-iH'\Delta t) \equiv \frac{1 - i \tan H'\Delta t/2}{1 + i \tan H'\Delta t/2} \equiv \frac{1 - iH\Delta t/2}{1 + iH\Delta t/2} \tag{22}
\]

The last term above is exactly the same as the right side of Eq.(16). Now this new propagator is an absolutely exact propagator for the TDSE with the spectrally transformed Hamiltonian \( H' \). The most wonderful characteristic of the proposed SCN propagator is that it is without any approximation and is unconditionally stable and accurate with huge time-step to propagate a proper wave packet.

E. Calculation of the reactive scattering probability by the SCN propagator

For a reactive scattering process, usually the reaction probability can be obtained from the TDSE by the flux formalism as [67]:

\[
P(E) = |S_{fi}(E)|^2 = \frac{2\pi}{m} \text{Im} \left[ A_{fi}(R_\beta, E) \cdot \frac{d}{dR_{\beta}} A_{fi}(R_\beta, E) \right] \bigg|_{R_{\beta} = R_L} \tag{23}
\]

where time-independent energy-resolved \( A_{fi}(R_\beta, E) \) are calculated by the Fourier transform of the wavefunction with respect to time \( t \):

\[
A_{fi}(R_\beta, E) = \frac{1}{2\pi a_{\alpha}(E)} \int_{-\infty}^{\infty} dt e^{iEt} A_{fi}(R_\beta, t) \tag{24}
\]

The meaning of the relevant symbol one may refer Ref.[67]. While using the SCN propagator, the reaction probability can be calculated as

\[
P(E') = |S'_{fi}(E')|^2 = \frac{2\pi}{m} f(\theta) \text{Im}[A_{fi}(R_\beta, E')^*] \cdot \frac{d}{dR_{\beta}} A_{fi}(R_\beta, E') \big|_{R_{\beta} = R_L} \tag{25}
\]
where the time-independent energy-resolved \( A_{fi}(R, E') \) are calculated by the Fourier transform with respect to time \( t \) again.

\[
A_{fi}(R, E') = \frac{1}{2\pi a_0(E')} \int_{-\infty}^{\infty} dt e^{iE't} A_{fi}(R, t)
\] (25)

According to the relation between \( E' \) and \( E \) given by Eq.(19), we can get the factor \( f(\theta) \)

\[
f(\theta) = \left( \frac{dE'}{dE} \right)^2 = \left( \frac{1}{1 + \Delta t/E/2} \right)^2
\] (26)

The derivation of \( f(\theta) \) is similar to that in the CRWP approach. In the CRWP method, because of the introducing of the spectrally transformed Hamiltonian [41]:

\[
H' = \frac{2}{\Delta t} \arccos(\Delta t H/2)/\Delta t
\] (27)

brings the factor

\[
f(\theta) = \left( \frac{dE'}{dE} \right)^2 = \left( \frac{1}{1 - \sqrt{\Delta t E/2}} \right)^2
\] (28)

of the reaction probability respect to the original reaction probabilities.

We estimate the error from the total reaction probabilities and the error is defined as

\[
\sigma = \frac{1}{M} \sum_{k=1}^{M} |P(E_k) - P^0(E_k)|/P^0(E_k)
\] (29)

where \( M \) is the number of the collision energies \( E_k \) and \( P^0(E_k) \) is the converged results.

F. Preconditioner for solving the linear equation

Using the SCN propagator, the most important issue is how to efficiently solve the equation

\[
\Psi(r, t + \Delta t) = \frac{1 - iH\Delta t/2}{1 + iH\Delta t/2} \Psi(r, t)
\] (30)

For avoiding evaluation of inverse of the Hamiltonian matrix, Eq.(30) can be written as

\[
(1 + iH\Delta t/2) \Psi(t + \Delta t) = (1 - iH\Delta t/2) \Psi(t)
\] (31)

which now is a linear equation of type \( \hat{A} \chi = \varphi \). According to Eq.(1), the operator \( \hat{A} \) has the form:

\[
\hat{A} = 1 + i(\hat{T}_R + \hat{T}_r + \hat{T}_j + V)\Delta t/2
\] (32)

where \( V \) is the PES of the triatomic system, \( \hat{T}_j = [(\hat{J} - j^2)/2\mu_r R^2_o] + (j^2/2\mu_r R^2_o) \) is the angular momentum operator, \( \hat{T}_R = -(1/2\mu_R R^2_o) (\partial^2/\partial R^2_o) \) and \( \hat{T}_r = -(1/2\mu_r) (\partial^2/\partial r^2) \) are the radial kinetic operators of the triatomic system. There are many methods for solving the linear equation such as the BCG [68], CGS [69] and QMR [70] method. In this present work, TFQMR [71] method is used to solve the linear equation.

The iterative solvers for a linear equation can be accelerated by applying a suitable preconditioner, which means that the solution of the equation \( \hat{A} \chi(x, t) = \varphi(x, t) \) can be efficiently obtained by solving the equation \( \hat{A}_0^{-1} \hat{A} \chi(x, t) = \hat{A}_0^{-1} \varphi(x) \). The key properties of the preconditioner \( \hat{A}_0^{-1} \) is that it should be a good approximation of \( \hat{A} \), that is \( \hat{A}_0^{-1} \hat{A} = I \) (I means unit matrix). The preconditioner \( \hat{A}_0^{-1} \) we used is the kinetic energy in the basis representation of the operators and potential energy as a constant, similar to that proposed by Peskin et al. [72]. The preconditioner can be implemented with two steps, the first is the kinetic preconditioner. In this step, the \( \hat{A}_0 \) has the form:

\[
\hat{A}_0 = 1 + i[\hat{T}_R + \hat{T}_r + (\hat{J} - j^2)/2\mu_R R^2_o + j^2/2\mu_r R^2_o] + V_0[\Delta t/2]
\] (33)

where \( r_0, V_0, R_0 \) are constant. So the equation becomes:

\[
\hat{B} \chi(x, t) = \hat{A}_0^{-1} \varphi(x, t)
\] (34)

\[
\hat{B} = \hat{A}_0^{-1} \hat{A} = I + \hat{A}_0^{-1} (\hat{A} - \hat{A}_0)
\] (35)

The action of the operator \( \hat{B} \) on a function \( \chi(x, t) \) can be realized first to multiply the local operator \( (\hat{A} - \hat{A}_0) \) to the function \( \chi(x, t) \) on the grid representation. Then by transforming the function \( \chi(x, t) \) into the momentum representation \( \chi(p_x, p_t) \), we can evaluate the action of \( \hat{A}_0^{-1} \) on the wave function by a simple scalar multiplication. Finally, by transforming back the \( \chi(p_x, p_t) \) into the original space representation \( \chi(x, t) \), we can continue the propagation for the next time step. Since both the local and the differential operators are diagonal in its respective representation, the major computational task becomes the representation switch of the wave function, which is the same as the nonpreconditioned \( \hat{A} \) used. Therefore, in our calculation, the introduction of the preconditioner involves little numerical effort.

The second step of the preconditioner is the diagonal part of the Hamiltonian matrix in space representation. After the first step is done, the matrix representation of \( \hat{B} \) is diagonally dominant. The diagonal part of \( \hat{B} \) in the grid representation \( \chi(x, t) \) is:

\[
\text{diag}(\hat{B}) = I + \text{diag}(\hat{A}_0^{-1})(\hat{A} - \hat{A}_0)
\] (36)

where \( \text{diag}(\hat{A}_0^{-1}) \) in the grid representation is a constant given by the average value of Eq.(33). In this step, the inverse of the diagonal part of \( \hat{B} \), \( \text{diag}(\hat{B})^{-1} \), multiply on both sides of the equation, and the equation eventually becomes

\[
\text{diag}(\hat{B})^{-1} \hat{B} \chi(x, t) = \text{diag}(\hat{B})^{-1} \hat{A}_0^{-1} \varphi(x, t)
\] (37)

where the left side of the equation is

\[
\text{diag}(\hat{B})^{-1} \hat{B} = [I + \text{diag}(\hat{A}_0^{-1})(\hat{A} - \hat{A}_0)] \cdot [I + \hat{A}_0^{-1}(\hat{A} - \hat{A}_0)]
\] (38)
The advantage of diagonal-preconditioner is that it only requires an extra vector multiplication and is thus of negligible extra computational task [72]. However, it accelerates the convergence speed for solving the linear equation.

G. Absorbing potential

Finally, we use a damping function in the following form to avoid the wave function reaching the grid boundary along \( r \),

\[
D(r) = \begin{cases} 
\exp \left[ -\Delta t C_a \left( \frac{r - r_a}{r_b - r_a} \right) \right], & r_a \leq r \leq r_b \\
\exp \left[ -\Delta t C_b \left( \frac{r - r_b}{r_{\text{end}} - r_b} \right) \right] + \exp \left[ -\Delta t C_a \right], & r_b \leq r \leq r_{\text{end}} 
\end{cases}
\] (39)

The first part \( r_a \leq r \leq r_b \) is designed for the product with low kinetic energies but the second part \( r_b \leq r \leq r_{\text{end}} \) is used for the product with relative higher kinetic energies.

III. RESULTS AND DISCUSSION

A. \( \text{H}^+\text{H}_2 \) (\( v_0 = 0, j_0 = 0 \)) reaction

The \( \text{H}^+\text{H}_2 \) reactive scattering has been extensively studied in the past decades [73, 74]. And it is also a benchmark reaction for the development of new theoretical methods. With advance in experimental and theoretical method, an excellent agreement between theory and experiment has been accomplished for this reaction on the BKMP2 PES [75]. In this study, the BKMP2 PES is employed in the following calculation for numerical illustrations.

The total reaction probabilities will be calculated by three different methods. One applies the SCN with the sinc DVR method for radial degrees of freedom (SCN method), one applies the SCN with spectral difference for radial degrees of freedom (SCNDAF method) and one applies the second order SO with the Sinc DVR method for radial degrees of freedom (SO method).

The comparison of the convergence behaviours of the total reaction probabilities for the \( \text{H}^+\text{H}_2 \) reaction with total angular momenta \( J=0 \) with three methods, as a function of time step, is plotted in FIG. 1. For SCNDAF, we choose \( \sigma=0.4 \) a.u., which can give converged results. The error is calculated by Eq.(29). The number \( M \) of the measured collision energies \( E_k \) is 61 and the measured energy \( E_k \) evenly distributes in the range of [0.3, 0.9] eV. From this figure, we can see that even with large time step \( \Delta t=90 \) a.u., the SCN and SCNDAF propagators can give a converged result with error about 1%. However, the SO method only with time step small as \( \Delta t=10 \) a.u. can give results with such accuracy.

FIG. 2 shows the error of the reaction probabilities as a function of the Gaussian parameter \( \sigma \) in the spectral difference for different cutoff threshold \( \varepsilon \) with time step \( \Delta t=90 \) a.u. for the \( \text{H}^+\text{H}_2 \) reactive scattering with \( J=0 \).

The number of iterations required for this reaction as a function of the time step is plotted in FIG. 3 using the SCN propagator. The red line represents the iterating numbers without the preconditioner. The green line represents the iterating numbers with the preconditioner using the Sinc DVR for the two radial degrees of freedom. The blue line represents the iterating...
numbers with preconditioner using the spectral difference method. FIG. 3 demonstrates the importance of the preconditioner to the efficiency for solving Eq.(30). FIG. 4 presents total reaction probabilities as a function of collision energy for the H+H$_2$ reaction with total angular momenta $J=0$ calculated by the SCNDAF propagator with large time step $\Delta t=90$ a.u., compared with the results obtaining using the SO method with time step $\Delta t=2.0$ a.u. We can see the results calculated by the SCNDAF propagator agree well with the SO method even when the SCNDAF propagator with so large time steps.

Therefore, for the H+H$_2$ reaction, the SCNDAF propagator with large time steps is capable of giving converged results. The relative efficiency of the SCNDAF and second-order SO propagator can be estimated from the effective time-step. Since with larger time-step, each time-step requires more iterations for the SCNDAF. An optimal choice would be $\Delta t=90$ a.u. From FIG. 3 every time step requires the number of iterations is about 7.8, thus the effective time step is $90/7.8\approx11.5$ a.u. While for the second-order SO method, the time step is about 20 a.u. for obtaining converged results [51]. We may conclude that the efficiency of this new SCNDAF propagator is less effective than the SO method. On the other side, the SCNDAF propagator can explore the sparsity of the band structure of the matrix, unlike the SO method. On balance, the efficiency of the SCNDAF propagator is comparable with the second order SO method. Anyway, the SCNDAF propagator is less effective than the CRWP method for this simple reaction [51].

B. O+O$_2$ ($v_0=0, j_0=0$) exchange reaction

The O+O$_2$ exchange reaction is a prerequisite for the formation of ozone in Earth’s atmosphere [76]. There is much interest in the O$_3$ complex-forming reaction [77]. The state-to-state differential and integral cross section for the O+O$_2$ isotope exchange reaction at collision energies relevant to atmospheric conditions by quantum wave packet scattering calculations have been reported [78].

The comparison of the convergence behaviors of the total reaction probabilities as a function of collision energy for the O+O$_2$ reaction with total angular momenta $J=0$ for three methods is plotted in FIG. 5. The error is calculated by Eq.(29). The number $M$ of the collision energies $E_k$ is 700 which evenly distributes in the range of [0.02, 0.16] eV. From the figure, we can see that even with large time step $\Delta t=100$ a.u., the SCN propagator can give converged results with error less than 1%. In contrast, the SO propagator only with time step small as $\Delta t=3$ a.u. can give results with such accuracy.

The left panel of FIG. 6 shows the error of the reaction probabilities as a function of the Gaussian parameter $\sigma$ for the spectral difference with different cutoff thresholds for $R$ degree of freedom with time step $\Delta t=100$ a.u. The plots suggest that $\sigma=0.3$ and the cutoff threshold as $10^{-6}$ are optimal choices. Total 255 grid points are used for this reaction for $R$ degree of freedom. With the matrix elements of values less than
1.0 \times 10^{-6} removed, the band width of the kinetic matrix of \( R \) degree of freedom is about 19 elements. Thus the matrix is much sparser than the original one and save much computational effort for evaluating the action of Hamiltonian matrix on the wave function.

The right panel of FIG. 6 shows the error of the reaction probabilities as a function of the Gaussian parameter \( \sigma \) for different cutoff threshold for \( r \) degree of freedom with time step \( \Delta t=100 \) a.u. The plots indicate that \( \sigma=0.15 \) and the cutoff threshold \( 10^{-6} \) are optimal choices. Total 89 grid points of this reaction for \( r \) degree of freedom are used. With cutoff threshold as \( 1.0 \times 10^{-6} \), the kinetic matrix for \( r \) degree of freedom has band width only about 12 elements. Thus the matrix is much sparser than the original one and saves much computational effort for evaluating the action of Hamiltonian matrix on the wave function.

Since there are deep wells for the O+O\(_2\) reaction, which require denser grid points than for the simple H+H\(_2\) reaction. Therefore the spectral difference is of particular advantage for such kind of reaction, and saves much computational effort as comparing with the DVR method.

The number of iterations required for solving the linear equation of this reaction as a function of the time step are plotted in FIG. 7. The red line represents the iteration numbers as a function of time step without preconditioner using the DVR method. The green line represents the iteration numbers as a function of time step with the preconditioner using the DVR method. The blue line represents the iteration numbers as a function of time-step with preconditioner using the spectral difference method. FIG. 7 demonstrates the accelerated convergence for adoption of preconditioner for solving Eq.(30). However, the acceleration is not so obvious as that for the H+H\(_2\) reaction.

FIG. 8 presents total reaction probabilities for the O+O\(_2\) reaction with total angular momenta \( J=0 \) calculated by the SCND2 propagator using the spectral difference with large time step \( \Delta t \) as 100 a.u., comparing with that using the SO method with \( \Delta t=3.0 \) a.u. We can see the results agree well with each other even SCND2 propagator with large time step.

The reaction O+O\(_2\) has long-lived resonance states in a deep potential well, which requires long time propagation. We may expect that the efficiency of this SCND2 propagator is better than the second-order SO method. Such as with \( \Delta t=100 \) a.u. as from FIG. 7, the effective time step with the preconditioner is 100/14 \approx 7.15 a.u. While for the second-order SO method, the time step is 3.0 a.u. for producing the results with error about 1%. Anyway, as comparing the effective time-step 7.0 \times 2 a.u. for the CRWP method, the efficiency of the SCND2 method is not appealing.

Finally, we should note that the above effective time-step is estimated based upon the number of iterations for solving the linear equation. In practical calculations, the inverse of the total Hamiltonian matrix for a multi-dimensional reactive process usually is impossible to prepare in advance for the propagation, unlike that in the 1D case, one has to evaluate the inverse of the Hamiltonian matrix for each time step, as did in the current work. Each iteration may require more than one action of the Hamiltonian on the wave function. In practical calculations, the inverse of the total Hamiltonian matrix for a multi-dimensional reactive process usually is impossible to prepare in advance for the propagation, unlike that in the 1D case, one has to evaluate the inverse of the Hamiltonian matrix for each time step, as did in the current work. Each iteration may require more than one action of the Hamiltonian on the wave function, which depends on the mathematical method for solving the linear equation. Such as for the TFQMR [71] method applied in the present work, each iteration requires four times the action of the Hamiltonian on the wave function. As a result, presently the SCN method is not so appealing as the popular SO and CRWP propagators, unless highly efficient preconditioner can be found.

On one hand, the SCN has no restriction on the spectral range of the Hamiltonian, unlike the CRWP method, which can similarly exploit the band structure of the Hamiltonian matrix. On the other hand,
The numerical propagation in the SCN propagator is of short time type, but is exact to machine round off accuracy.

In order to improve the numerical efficiency of the SCN propagator, the spectral difference method was applied to construct of the Hamiltonian matrix of the kinetic operator. This resulted in the matrix with band structure thus saving the computational effort for evaluating the action of the Hamiltonian matrix on the wave function. At the same time, optimal preconditioner was applied for solving the linear equation involving in the SCN propagator to accelerate the numerical convergence.

Numerical illustration with the triatomic H+H₂ and O+O₂ reaction demonstrate that the SCN propagator can use huge time step to evolve the scattering wave function, without losing any accuracy. The preconditioner accelerate the convergence significantly, and the spectral difference method saves much numerical effort as comparing with the DVR method. Anyway, the current implementation of the SCN propagator is not competing with the current popular split operator and the CRWP propagator, which have been demonstrated being powerful for simulating quantum reactive scattering processes.
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