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The MFCC-downhill simplex method is presented to study the binding structure of small ligands in large molecular complex systems. This method employs the Molecular Fractionation with Conjugated Caps (MFCC) approach to compute the interaction energy-structure relation of the system and implements the downhill simplex algorithm for structural optimization. The method is tested on a molecular system of cyclo-AAGAGG·H2O to optimize the binding position of water molecule to the fixed cyclohexapeptide. The MFCC-downhill simplex optimization results are in good agreement with the crystal structure. An MFCC-Powell optimization method which uses the Powell’s minimization algorithm is also described and tested on the same system. The MFCC-downhill simplex optimization is more efficient than the MFCC-Powell method.
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I. INTRODUCTION

The determination of molecular structure by energy optimization is of great significance to both theoretical and applied chemistry. In particular, we are interested in predicting the binding structure of a small molecule in large biomolecular host, such as that of protein-ligand complex systems. Unveiling this sort of binding structure is crucial to understanding biochemical processes and to rational design of therapeutic inhibitors for specific protein targets.

Due to the considerable size of proteins which are usually of thousands of atoms, current structural optimization of the protein-ligand complexes is almost exclusively based on molecular mechanical (MM) energies derived from empirical force fields. The potential energy is given by some predefined empirical formulas and parameters, such as those in AMBER [1], CHARMM [2] and others [3-5], etc. Despite of some success of the force field methods in computational modelling of biological systems, there are intrinsic limitations. The MM methods ignore the electronic and polarization effects; the empirical potential functions and parameters must be developed from a collection of small molecules and transferred to larger biomolecules.

To provide more reliable potential energy for the molecular structural optimization, it is desirable to employ ab initio quantum mechanical methods. As a fact, in many cases, molecular quantum mechanics has successfully reproduced and even challenged crystallographical experiments for accuracy. However, applications of common quantum chemistry methods [6-8] are limited to relatively small molecules due to the steep computational scaling with system size. Although optimization function is provided in many available quantum chemistry packages, it is only practical for a small system of typically less than two hundred atoms. Recent development of linear scaling methods has made significant advance in extending quantum calculation to large molecular systems, but their current applications to biomolecular systems are largely limited to semi-empirical methods [9-18].

Recently, we have developed a new approach for full quantum mechanical computation of interaction energies of small molecules binding to large polymers such as proteins and DNA segments [19-21]. In this Molecular Fractionation with Conjugated Caps (MFCC) approach, a protein, for example, is decomposed into amino acid-based fragments. Pairs of conjugated molecular caps are inserted at the cuts to satisfy the valency requirement of the bonds being cut and preserve the property of the bonds; (ii) approximately represent the chemical environment of the fragment being capped. The interaction energy of the protein at a given structure with another molecule can be obtained by quan-
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tum mechanical calculation of the interaction energies between the molecule and individual protein fragments and their conjugated caps (Concap molecules). Previous studies demonstrated that the MFCC approach is capable of giving excellent \textit{ab initio} energies compared to the full system \textit{ab initio} calculations [20,21]. It has also been applied recently to a number of real protein-ligand systems with thousands of atoms, such as HIV-1 gp41-water [24] and adipocyte lipid-binding protein [25]. In addition, The MFCC approach is linear scaling and enables one to carry out practically first principle quantum mechanical calculations of interaction energies involving large biological molecules in a consistent quantum mechanical fashion on a variety of available \textit{ab initio} methods such as HF, DFT, MP2, etc.

Since MFCC is able to simulate the interaction energy-structure relation [21], it is natural to apply MFCC to molecular structure optimization. There are many well-known optimization algorithms [26-28]. Although energy derivative-based optimization methods are generally more accurate and efficient for energy optimization, sometimes analytical derivatives of energies may be difficult to obtain and only energy values are available. The downhill simplex method [28-31] is one of those that require only function without derivative evaluations. By this algorithm, for a function of $M$ variables, a set of $M+1$ vertices (points) are guessed to construct the initial simplex and the function is evaluated at each vertex. The vertex with the highest value is then replaced by another point which is obtained via one of the four proper operations: (a) a reflection, (b) a reflection and expansion away from the discarded point; (c) a contraction along one direction from the discarded point; and (d) a contraction along all dimensions towards the vertex with the lowest function value. With a series of such steps, the simplex adapts the function landscape about the simplex and converges to the final minimum effectively. Powell’s direction set method is another gradient-free optimization algorithm [28,32]. By producing successive sets of mutually conjugated vector directions, the algorithm performs line searching until the minimum is located.

In the previous research [33], we have proposed an MFCC-downhill simplex method for the optimization of the binding structure of an ion to a larger molecules which can be treated by the MFCC approach [33]. The test on a 18-crown-6 adduct of potassium organometallic compound, [K(Cp(18-crown-6))] (Cp=cyclopentadienyl) shows the MFCC-downhill optimization results in good agreement both with the crystal structure and with the full-sytem-downhill simplex optimized structure but spends much less computation cost compared to that of full-system optimization. It is the simplest case with only three dimensions (variables) because only the binding position of potassium ion is optimized.

In this work, we generalize the MFCC-downhill simplex method to optimize a small ligand molecule binding to a large host. The method is tested on a cyclic hexapeptide hydrate, Cyclo([L-ananyl-L-ananyl-glycyl-L-ananyl-glycyl-glycyl] hydrate [34] which is denoted as \textit{cyclo-AAGAGG.}H$_2$O for convenience. An MFCC-Powell optimization method in which the interaction energy is computed by MFCC while Powell’s minimization algorithm is adopted for optimization is also described and tested on this system. All the numerical energy calculations are obtained using Gaussian98 package [36].

II. THEORETICAL METHOD AND COMPUTATION DETAILS

The MFCC approach is developed to compute the interaction energy between a rigid protein and its binding ligand [19]. The main idea of the MFCC approach is to divide a protein molecule into fragments (amino acid
residues). Then both ends of each fragment are properly capped with a pair of chemical groups, or caps, to satisfy the valence requirement. The adjacent caps at each location of cut are conjugate in that they can fuse to form a proper molecular species, namely, concaps. Figure 1 illustrates how the MFCC scheme decomposes protein into fragments and concaps.

The interaction energy between the protein and its ligand, $E_{P-L}$, can therefore be approximated by the sum of individual fragments-ligand interaction subtract the sum of concaps-ligand interaction [19, 20]:

$$E_{P-L} = \sum_{i=1}^{n} (E_{F_i-L} - E_{F_i} - E_L) - \sum_{i=1}^{n-1} (E_{CC_i-L} - E_{CC_i} - E_L)$$  \hspace{1cm} (1)

where, $E_{F_i-L}$ is the $i$th fragment-ligand energy, $E_{CC_i-L}$ the $i$th concap-ligand energy, $E_{F_i}$ and $E_{CC_i}$ are the energies of the $i$th fragment and $i$th concaps respectively, and $E_L$ is the ligand’s energy. For a protein of $n$ amino acids without crosslink, there are $n-1$ concaps needed. When the protein has crosslinks such as disulfide bonds, additional cutting of these bonds are needed [35].

In MFCC approach, the protein can also be cut at other locations as has been tested before [20], but cutting the peptide bond seems to be preferable in overall considerations. The concaps are also variable.

In this work, the system tested is a cyclic hexopeptide hydrate, (cyclo-AAGAGG-H$_2$O). The crystal structure of cyclo-(L-Ala-L-Ala-Gly-L-Ala-Gly-Gly)-2H$_2$O was determined and analyzed in detail by Hossain and Helm [34]. Two water molecules are almost symmetrically above and below the cyclic hexopeptide ring, each hydrogen-bonding to a closest amide and a closest carbonyl group. For simplicity, we choose one of the water molecule to optimize (Fig. 2(a)). The peptide ring is treated with the general MFCC scheme and is fragmented into six residues that are then capped. The resulted fragments are three 2-acetylamino-N-methylpropionamine (CH$_3$CONHCH(CH$_3$)CONHCH$_3$) for the alanine residues and three 2-acetylamino-N-methylacetamine (CH$_3$CONHCH$_2$CONHCH$_3$) for the glycine residues.

FIG. 2 (a) The crystal structure of cyclo-AAGAGG-H$_2$O. There are two H-bonds between H$_2$O and the cyclohexapeptide. (b) The full dimension (9-D) initial simplex of H$_2$O. For clarity, the cyclohexapeptide is shown with skeleton and H$_2$O molecules at the 10 vertices with only O atoms. H$_2$O in crystal structure remains for comparison with the initial vertices.
residues. The six concaps are uniformly N-methylacetamide (CH₃CONHCH₃). The interaction energy between the water molecule and the cyclic hexopeptide is now simulated by a sum of the interaction energies between the water and the fragments, which are treated as rigid bodies. This is dominated by the interaction, in particular, the two hydrogen bonds between water and the peptide. The available crystal structure provides a good reference for theoretical structure optimization.

The MFCC-downhill simplex method is thus applied to optimize water position in the fixed cyclic hexopeptide. For a ligand of N atoms, there are M=3N coordinate variables and the initial simplex must contain M+1 vertices. But if the ligand can be approximated by a rigid body, then the dimensions drop to M=6, including three translational and three rotational coordinates. In our test, the water is firstly treated in full dimension (9-D). The initial simplex is shown in Fig.2(b). The 10 vertices are arbitrarily chosen. They form an irregular decahedron surrounding the crystal position of water molecule. The vertices’ RMSDs (root mean square deviation) from the crystal water structure range from 1.0 Å to 3.0 Å.

An MFCC-downhill simplex optimization is then carried out until the simplex converges. One should note that in this 9-D case, energy refers to a summation of two parts: the interaction energy of water-cyclohexopeptide which is computed by MFCC approach and the relative energy of the variational water with respect to that of an isolated water molecule. The quantum chemical energy calculations are performed with HF/3-21G and HF/6-31+G*. For all optimization, the energy convergence criterion is set as 10^-8 a.u. at the last 9 vertices. The overall profile of energy evolution is shown in Fig.3(a). The energies at some first vertices are very high due to the close contact of H₂O with the cyclohexapeptide. But after about the 110th vertices, the energy is lowered to a fine stage, as shown more clearly in Fig.3(b). Almost half of the time of optimization is spent to achieve the high energy convergence criterion. Further research might use MFCC-downhill simplex optimization at the beginning and some derivative optimization method at the end to speedup convergence.

The root mean square deviation (RMSD) of H₂O at each vertices is shown in Fig.3(c). At about the 110th vertices, the simplex has been found in an area very close to the crystal structure of H₂O. According to the algorithm, the final 9 meet the energy convergence criterion vertices. Thus we take the average of the 9 structures as the final result which is in good agreement with the crystal structure. The RMSD of this structure is 0.0592 Å.

Figure 3(d) gives the profile of the H₂O internal energy relative to a free H₂O energy. The free H₂O is one optimized by HF/6-31+G*. The relative internal energy of the final structure is 0.120 kJ/mol higher than the free H₂O, compared to 6.659 kJ/mol of the experimental H₂O in the crystal. It will be interesting to compare the final H₂O structure with its crystal structure and theoretical prediction of a free H₂O molecule (Table I). After MFCC-downhill simplex optimization, the internal structure of H₂O is relaxed for lower internal energy while the binding hydrogen bonds are reproduced.

<table>
<thead>
<tr>
<th></th>
<th>Final H₂O</th>
<th>Exp.</th>
<th>Free H₂O</th>
</tr>
</thead>
<tbody>
<tr>
<td>H−O−H(°)</td>
<td>107.00</td>
<td>107.68</td>
<td>106.54</td>
</tr>
<tr>
<td>O−H₁/Å</td>
<td>0.942</td>
<td>0.910</td>
<td>0.948</td>
</tr>
<tr>
<td>O−H₂/Å</td>
<td>0.950</td>
<td>0.920</td>
<td>0.948</td>
</tr>
<tr>
<td>H₁···O−Å</td>
<td>1.942</td>
<td>1.906</td>
<td>N/A</td>
</tr>
<tr>
<td>O···H(N)/Å</td>
<td>2.199</td>
<td>2.163</td>
<td>N/A</td>
</tr>
<tr>
<td>E/(kJ/mol)</td>
<td>0.120</td>
<td>6.659</td>
<td>0.0</td>
</tr>
</tbody>
</table>

In the practical application to study ligand-protein binding structure, it is often desirable to reduce the number of coordinate variables. The ligand might be treated as a rigid body so that there are only six coordinate...
nate variables, or a semi-rigid body that allows some interested coordinates to vary. The starting ligand structure can be taken either from experimental measurement or from \textit{ab initio} optimization. In the illustrative system of cyclo-AAGAGG-H\textsubscript{2}O, the binding structure of H\textsubscript{2}O to the cyclohexapeptide is dominated by the two hydrogen bonds. This allows one to treat the H\textsubscript{2}O as a rigid body when looking for its binding position. We therefore test the rigid-body MFCC-downhill simplex optimization on the cyclo-AAGAGG-H\textsubscript{2}O system with the structure of a free H\textsubscript{2}O molecule which is previously optimized with HF/6-31+G*. Two optimizations are carried out with \textit{ab initio} levels of HF/6-31+G* and MP2/6-31+G*, respectively, both starting from the same initial 7-vertex simplex.

Figure 4 (a) and (b) show the energy and RMSD profiles of both optimizations. Optimization using MP2 visits 175 vertices before convergence while that using HF takes 162 vertices. Both of the final H\textsubscript{2}O structures are in good agreement with its crystal structure. The
RMSD is 0.080 Å in the case of MP2 and 0.062 Å in the case with HF. MFCC-downhill simplex optimization using HF can achieve comparable result with that using more expensive MP2.

It is interesting to compare the MFCC optimization approach with the downhill simplex optimization and that with another non-derivative algorithm, Powell’s method. Analogous to MFCC-downhill simplex optimization approach, MFCC-Powell method uses the MFCC approach to compute the interaction energy-structure relation of the system but implements the Powell’s algorithm [28,33] for structural optimization. It is tested on the same cyclo-AAGAGG-H$_2$O to optimize H$_2$O full dimensionally (9-D) with an \textit{ab initio} level of HF/3-21G. The energy and RMSD profiles are shown in Fig.5. It computes the energies at 3711 points before convergence. Clearly, the MFCC-downhill simplex optimization is much more efficient than the MFCC-Powell method.

IV. CONCLUSION

In this work, we generalize the MFCC-downhill simplex optimization method to study the binding structure of small ligands in large molecular systems. By this method, the large host molecule is fixed and treated by an appropriate MFCC (Molecular Fractionation with Conjugated Caps) scheme into small fragment molecules and concap molecules. Therefore the interaction energy-structure relation of the small molecule and the large host can be calculated by quantum chemical methods. The ligand can either be treated with full dimension to optimize both its own structure and binding position to the host, or be treated as a rigid body that allows only the binding position is optimized. The downhill simplex algorithm is employed to carry out structural optimization. Then the MFCC-downhill simplex method is tested on a cyclo-AAGAGG-H$_2$O to optimize the structure of H$_2$O molecule. The MFCC-downhill optimization results in good agreement with the crystal structure. The positive results can be extended to larger ligand-protein systems and imply the potential application of the MFCC-downhill simplex method to a variety of areas such as drug design, drug encapsulation, enzyme catalysis, etc. Finally, an MFCC-Powell optimization method which uses the Powell’s minimization algorithm is also described and tested on the same system. The MFCC-downhill simplex optimization is much more efficient than the MFCC-Powell method.

Non-derivative MFCC of cyclo-AAGAGG·H₂O